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ABSTRACT 

Purpose: The purpose of this paper is to present the results of an analysis and 
evaluation of data on employee turnover based on deep data mining using 
association rules and decision trees in a specific organisation. 

Methodology/Approach: For the analysis, we chose deep data mining methods, 
primarily a search for association rules using the Apriori algorithm in the R 
programming language. For the sake of supplementation and comparison of 
results, data were also analysed using the predictive decision trees method, 
applying the C5.0, rpart and ctree algorithms in the R program. 

Findings: The results of the analyses showed that observing the basic principles 
of correct communication from the beginning of an employment relationship,               
or during hiring, is justified. Communication and regular conversations between 
a superior and employees can help identify problems earlier, address them and 
reduce the number of people leaving the company. The results of the analysis 
helped the organisation to set measures to reduce the number of an employee 
leaving. 

Research Limitation/implication: A limiting factor in performing such analyses 
is the availability of quality data in the required quantity. Our most significant 
advantage when performing our analysis was that quality data were available. To 
create the final structure of the required data set, we used data from the 
organisation’s internal information systems. 

Originality/Value of paper: This contribution offers a new approach to 
analysing data on employee turnover, whose essence is that we need to find the 
most interesting and frequent correlations in a significant amount of data. 

Category: Case study 
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1 INTRODUCTION  

Organizations nowadays try to ensure the loyalty of their workforce in various 
ways. However, instead of investing in precise research to understand 
employees’ motivation to leave, or their motivation to stay, most companies 
invest in additional benefits or measures to search for talent (Zulla Consulting & 
Partners, 2017). 

Employee turnover, or staff turnover, is a measurement of how many employees 
leave a company (Wilkonson, 2014). 

According to Ongori (2007), the essential characteristic of the concept of staff 
turnover is a situation where an organisation faces the fact that many employees 
leave because of dissatisfaction, new opportunities on the market, retirement or 
for other reasons. It is important to distinguish whether employees leave because 
they are forced to do so or whether they leave voluntarily and to avoid seeing this 
as an exclusively negative phenomenon. Staff turnover may also have positive 
aspects. It is mainly in the IT industry that staff turnover is highly beneficial. On 
the one hand, companies lose their employees, but on the other hand, staff 
turnover opens the door to other employees, who can bring in new ideas and new 
ways of thinking (Janice, 2014).  

Staff turnover is generally very high when there is an urgent need to hire people 
in a particular sector or when a large number of people retire. In normal 
circumstances, employees are likely to leave a company when there are enough 
opportunities to find jobs elsewhere. The IT industry also struggles with staff 
turnover due to globalisation, open borders and a high demand for these services 
and products (Methot, et al., 2017).  

Staff turnover as a way of reducing employee numbers is suitable especially in 
situations where a company needs to reduce costs. According to the expert and 
speaker John Sullivan (2017), it is true of the vast majority of cases that costs of 
retaining an employee who is an average performer are lower than costs 
associated with having the position temporarily unfilled and with replacing him. 
The most common numerical indicator of staff turnover is the level of staff 
turnover. This indicator is commonly used in practice even though it is not a very 
suitable measure, as it does not tell us whether the figure is good or not. As a 
reference, a healthy level of staff turnover is considered to be 10% (Smith and 
Rutigliano, 2002). It is not the exact figure that is important, but rather who 
leaves. Staff turnover is critical for organisations when it involves vital 
employees and talent. Organizations should, therefore, focus on the level of staff 
turnover among key employees and those who are top performers. Studies have 
shown that top performers contribute to the operation of the company ten times 
more than average performers (Bardessono, 2016). Top companies such as 
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Microsoft try to maintain their level of employee turnover among top performers, 
who make up 25% of the total workforce, at 5%, and the average time employees 
remain at the company is 1.81 years (Peterson, 2017). The level of staff turnover 
among employees who are the weakest performers should be at least 10% 
because these employees increase the company’s costs.  

Every company should specify its level of staff turnover that should be based on 
strategic planning of the flow of crucial employees throughout the company. It is 
also necessary to manage the timing of critical employees’ leaving. The exact 
time an employee leaves his team or company helps to understand how 
significant his leaving is. For example, if an employee who is working on a 
project decides to leave at the start of the project, this has a lesser impact than a 
decision to leave the company just before implementing an important part of a 
project he has been working on (Janice, 2014). The timing of key employees’ 
leaving is an important problem regarding staff turnover even though there are 
very little literature and very few studies that are dedicated to it. Further research 
should, therefore, focus on more specific questions such as how to deal with or 
even how to predict the leaving of key employees’ and talent (Janice, 2014). 
Communication with employees plays an important role here. Even before an 
employee decides to leave, it is necessary to find out the real reasons for his 
leaving, which can help prevent key employees’ leaving in the future (Sullivan, 
2017). 

2 METHODOLOGY  

Inducing Data Driven culture into an organisation is the key to making fact-based 
decisions (Mueller, 2017; Zgodavova, Hudec and Palfy, 2017). Markulik, et al. 
(2018) state that the process has inputs divided into several categories, the most 
commonly used in practice: people, machines, method, measurement, material, 
money, market, environment, information, and data collection and archiving are a 
crucial source of generating information for future decision-making. 

For the analysis, we chose deep data mining methods, i.e. the search for 
association rules and the predictive decision trees method.  

The data for analysis come from the company’s internal human resources (HR) 
systems. The company’s HR department uses two central information systems. 
These applications offer a wide range of options to download lists and overviews, 
which we used to create the final structure of our dataset.  

Tab. 1 lists the items used to display the essential statistical indicators and to 
search for association rules. Information about employees’ reasons for leaving is 
obtained directly from employees using the so-called exit interview. 

  



QUALITY INNOVATION PROSPERITY / KVALITA INOVÁCIA PROSPERITA  22/2 – 2018  

 

ISSN 1335-1745 (print)    ISSN 1338-984X (online) 

85 

Table 1 – List of Attributes Used to Analyse Association Rules 

Item Description 

Team the team, the employee, is leaving 

Month of Leaving the month of leaving the company 

Duration of service the number of years at the company 

Type of leaving type of leaving – forced or unforced 

Reason for leaving reason for leaving 

Position employee’s position 

PPR results performance and potential review result  
for the past year 

Gender gender 

Age employee age 

Marital status marital status 

Training in the last year training in the last year – yes or no 

Overtime [hours] per month overtime hours (average hours per month) 

On calls [hours] per month on-call duties (average hours per month) 

Home office days per month home office (average days per month) 

 

Using a different database for the decision trees method was necessary.                      
The list of items is shown in Tab. 2. 

Table 2 – List of Attributes Used to Analyse Decision Trees 

Item Description 

On-calls [hours] per month on-call duties (average hours per month) 

Home office days per month home office (average days per month) 

Overtime [hours] per month overtime hours (average hours per month) 

Duration of service the number of years at the company 

Age employee age 

Position employee’s position 

Exit employee’s exit from the company 

Gender gender 

Training in the last year training in the last year – yes or no 

PPR results the result of performance and potential evaluation  
for the past year 

Change of position last year change of position last year 

Change of CoCe last year change of location last year  

Marital status marital status 
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Before we could go ahead with the analysis, we needed to prepare the data 
thoroughly and clear them of duplicate records. As we worked with two tools, we 
also created two separate databases containing the data mentioned above. The 
analysis used data from the past two years, so we needed to unify the values of 
specific attributes such as the performance and potential review results (PPR) 
from two different years, where the value was the same, but it was recorded 
under different symbols. The algorithm would treat it as different values, which 
would lead to different results and associations in particular. Then we needed to 
set the right type of individual attributes. In the case of numerical values, we 
needed to set the type “number” in a “.csv” file, and in the case of a categorical 
variable, we needed to set the data type “text” for these cells. The data type is 
significant for the technique of decision trees and association rules. 

If a wrong data type was set in the individual analyses, this could show in the 
results, which would not be correct. Therefore, in the analysis of association 
rules, it was necessary to change all attributes to the “categorical” data type. The 
change of data type was performed after entering a command in the R Studio 
program. 

However, when preparing data for analysis through decision trees, numerical 
values needed to stay numerical and symbolic (text) attributes needed to be 
changed to categorical. 

2.1 Association Rules Mining 

According to numerous experts, association rules are seen as one of the most 
popular methods of data mining. The basic idea is to find the most exciting and 
most frequent correlations, called associations, in a significant amount of data 
(Paralič, 2003).  

Association rules involve three parameters that need to be explained. These 
parameters are support, reliability and so-called lift (Agrawal, Imielinski and 
Swami, 1993).  

The result of the algorithm is an association rule, such as one with this form: 
Training last year = no => Reason for leaving = Career development prospects  
[0.2, 0.7]. An illustrative example is included in (Tab. 3). Each line represents 
one transaction and columns represent items. 

Table 3 – Illustrative Table for an Association Rule  

Duration 

of 

service 

Type of 

leaving 

PPR 

results 

Training 

in the last 

year 

Overtime 

[hours] per 

month 

On-calls 

[hours] per 

month 

Home office 

days per 

month 

Four 
years 

Unforced FIT Yes none none less than one 

Four 
years 

Unforced FIT Yes from 0 to 10 none less than one 
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Duration 

of 

service 

Type of 

leaving 

PPR 

results 

Training 

in the last 

year 

Overtime 

[hours] per 

month 

On-calls 

[hours] per 

month 

Home office 

days per 

month 

One year Unforced IMPROVE Yes none none less than one 

Three 
years 

Unforced FIT Yes from 0 to 10 from 31 to 
70 

three 

Three 
years 

Unforced FIT No none none less than one 

 

Support refers to the probability of two items occurring in the same record. The 
concept of reliability reflects the conditional probability of a transaction 
containing all items from set Y and at the same time all items from set X. A 
measure of quality or so-called lift is also used in the case of association rules. If 
the lift is higher than one, the rule is reliable and of high quality. 

The most commonly used and best-known algorithm whose task is to search for 
association rules from a given set is the Apriori algorithm. This algorithm was 
also used in our analysis of association rules through the rules package in the R 
programming language. Apriori searches for association rules in two phases: 
generation of standard sets of items and generation of the association rules 
themselves. 

Fig. 1 shows a specific association rule from an illustrative set of data that can be 
interpreted as follows: Employees whose PPR result were Fit and those who had 
completed training in the previous year and had had no on-calls in a month were 
all employees who had been at the company for four years. In 40% of the cases, 
these items appeared together in one record. Lift is 2.5, which indicates a quality 
rule. 

 

Figure 1 – Illustrative Association Rule 

2.2 Predictive Analysis of Decision Trees 

Our analysis also focused on a different type of data mining, i.e. predictive 
methods. This type was chosen to supplement the first analysis through 
association rules, primarily for the sake of comparing results.  

The main reason why this data mining technique is useful is its clarity and easy 
interpretation (Berikov, Litvinenko and Lbov, 2008). The primary aim of this 
tool is to identify objects represented by the columns in the table regarding 
classes. 

A decision tree is mostly a classifier with a tree structure (Berson, Smith and 
Thearling, 1995). To create a decision tree, we need to divide the data set into a 



QUALITY INNOVATION PROSPERITY / KVALITA INOVÁCIA PROSPERITA  22/2 – 2018  

 

ISSN 1335-1745 (print)    ISSN 1338-984X (online) 

88

testing set and a training set. A testing set specifies a test performed over an 
instance attribute, where a single branch represents every possible test result. A 
leaf represents the value of a target property. A decision tree leads from the tree 
root through individual nodes to the leaf.  

Algorithms used to generate decision trees apply the top-down principle. For this 
analysis, we used algorithms in the R program through the rpart, C5.0 and ctree 
packages. 

2.3 Tool Selection 

The R programming language was used for data mining. The environment of this 
language, the RStudio, met the criteria of availability on the market free of 
charge and simplicity of user interface. One of the most significant advantages of 
this language is its rich graphic displaying of results, e.g. box, column, 3D graphs 
or even more complex interactive graphs. The second significant advantage is the 
wide range of fields in which it is possible to use the language. Numerous 
packages have been designed, which are dedicated to topics such as data mining, 
econometrics or creation of web applications (Berson, Smith and Thearling, 
1995).  

Creating a code and a procedure for the applied methods of deep data mining was 
the most critical and challenging part. In the case of procedures, we used 
knowledge gained from specialist literature and specialist video tutorials freely 
available on the internet. In the beginning, we needed to load the data into the 
right format and then process the data to analyse them. Any subsequent 
procedure is different depending on the type of analysis. Both analyses required 
the selection of the right R program packages, which allow performing the 
individual functions, such as the party, party kit, rpart, MASS and c50 packages, 
etc. 

3 RESULTS AND DISCUSSION 

It followed from the simple descriptive statistic that the most frequent reasons for 
leaving were career growth opportunities, dissatisfaction with job description and 
dissatisfaction with the employee’s performance. 
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Figure 2 – The Most Robust Association Rules According to the Selected 

Parameters 

3.1 Association Rules 

Immediately at the beginning of the analysis of actual data, the set support 
parameters were 0.1, and the set reliability parameters were 0.9. After removing 
duplicate association rules, 20 most robust rules were displayed (strong support 
and reliability). The result of the algorithm according to the selected parameters 
is shown in Fig. 2. 

The 20 most robust rules can be seen in Fig. 2. In the case of support parameters 
0.15 and reliability parameters 0.93, the first and the most reliable rule was that 
an employee without PPR results and training in the past year had been at the 
company for one year. The first rules are extreme and logical at the same time. 
Of all employees who leave, it is those who leave within one year that shares the 
most attributes. Such employees do not participate in PPR reviews, do not 
complete any training and have no on-call work or work from home. For the sake 
of a more detailed analysis of the reasons for leaving and to search for more 
specific association rules, the basic set was divided into so-called subsets 
according to the reason for leaving. The first was a set with data on employees 
who had left due to career growth opportunities (Fig. 3). 



QUALITY INNOVATION PROSPERITY / KVALITA INOVÁCIA PROSPERITA  22/2 – 2018  

 

ISSN 1335-1745 (print)    ISSN 1338-984X (online) 

90

 

Figure 3 – Association Rules – Career Growth Opportunities I 

As we can see from the Fig. 3, the first and the second rules contain the on-calls 
and overtime items. In both cases, the values of these items were zero, so 
employees who state career growth opportunities as their reason for leaving had 
no on-calls or overtime. Based on this result, it is possible to conclude that on-
calls and overtime had no impact on career growth. 

We also focused on this reason for leaving in the case of employees who had 
been at the company for one year. The results of running the algorithm after 
adding the “duration of the service=1 year” are shown in Fig. 4. 

 

Figure 4 – Association Rules – Career Growth Opportunities II 

Employees who had been at the company for one year and had not participated in 
PPR reviews had not had any training, home office or overtime. We could 
conclude based on this association rule that PPR reviews are critical as they give 
employees an opportunity to define their career paths at the company, plan their 
training and obtain their superiors’ evaluation. 

Since education has an impact on careers, the parameters for searching for 
association rules were extended to include a rule for searching for associations in 
the case of those employees who had completed training in the previous year 
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(Fig. 5). The results implied that employees who had been at the company for 
four years had completed some training in the previous year. This rule shows that 
it is likely that the company does not offer an employee who has been at the 
company for quite large opportunities for career growth even through training. 

 

Figure 5 – Association Rules – Career Growth Opportunities III 

Rule number 11 is also impressive, as employees who were 30 years of age and 
completed training stated career growth opportunities as their reason for leaving. 
The group of employees aged 30 is probably a critical one, as they tend to 
reconsider their careers and change their work environments if they can.  

Another frequent reason for leaving was “dissatisfaction with job description”. 
The interpretation of the strongest rule is that employees who had been at the 
company for one year had had no overtime (Fig. 6). Other rules suggest that 
employees who had been at the company for one year were single and had 
worked from home less than one day a month stated dissatisfaction with the job 
description as their reason for leaving. As we can also see in other associations, 
several rules contain the “NO PPR” item, which means that the given employees 
had not had a review. These facts allow concluding that it is essential to evaluate 
employees. 

 

Figure 6 – Association Rules – Dissatisfaction With Job Description I 

As the second most robust rule contained the marital status = single item, we 
focused on the employees who are single (Fig. 7). It is single employees aged 25 
and 26 that left the company due to dissatisfaction with job description with 
100% reliability. 25-26 is the age when most university graduates find their first 
jobs.  If they did not work during their studies or had no experience with work 
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discipline, they may surprise by the fast pace of work, and because of having 
unrealistic expectations, they state dissatisfaction with the job description as their 
reason for leaving. This result prompted the inclusion of another question in the 
exit interview. The question was whether this was the employee’s first work 
experience. 

 

Figure 7 – Association Rules – Dissatisfaction with Job Description II 

The next most frequent reason for leaving was “work-life balance” (Fig.8). The 
most robust rules show that those employees who stated this reason for leaving 
were single and had had no overtime or on-calls. The second rule was that these 
were cases of unforced leaving of employees who had been at the company for 
one year and their average use of benefits had been less than one day a month. 

 

Figure 8 – Association Rules – A Work-Life Balance I 

Fig. 9 shows the results of an analysis of association rules where the search was 
extended to include the parameter of searching for rules for single employees. 
Again, the rule emerging here is that these employees had been at the company 
for one year, had had no overtime or on-calls. In most cases these employees’ 
position was ICT Administrator II, their PPR result was Fit, and their average use 
of benefits had been less than one day a month. 

 

Figure 9 – Association Rules – Work-Life Balance II 
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3.2 Decision Trees 

 

Figure 10 – Decision Tree of the C5.0 Algorithm 

In this phase of the analysis, we used algorithms in the R program through the 
C5.0, rpart and ctree packages. 

Fig. 10 shows an output from the R program after entering the command for 
generating the decision tree through the C5.0 algorithm. The primary classifier 
from which the tree was developed was the Exit variable, i.e. whether the given 
employee had left the company. The end leaves of this decision tree should result 
in information about whether an employee has left the company or not. The first 
branch where the tree branches out is the “Duration of service” attribute, i.e. how 
long an employee has been at the company. This branch branches out further 
depending on whether an employee has been at the company for more than one 
year. If not, the algorithm does not continue, as only 57 employees ended their 
employment, which is too low a number for further development of the tree. The 
tree then continues to branch out according to PPR results. Here we can see 
another end leaf, where the tree stops developing if the employees participated in 
the performance and possible review. Of these employees, 229 terminated their 
employment. If the employees did not participate in the PPR review, the tree 
continues and the attribute of whether employees had training in the previous 
year. According to this attribute, the tree branches out into two separate parts. 

If the employees did not participate in training in the previous year, the algorithm 
continues with the “Duration of service” attribute, like in the first layer. If this 
was less than 1.8 years, then five employees left the company, to which the 
specifications mentioned above also applied. If the employees had been at the 
company longer than 1.8 years, were single and in a junior position, they left the 
company. 
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Figure 11 – Decision Tree of the rpart Algorithm 

The second part of this tree applies to those employees who had had training in 
the previous year. If they were single or married and their average use of benefits 
had been less than 0.33 days a month, 113 employees terminated their 
employment. If they had worked an average of more than 0.33 days a month 
from home and had not worked more than 12.375 days of overtime on average, 
they stayed at the company and did not terminate their employment. 

Another algorithm we used was rpart. The result of this algorithm is a decision 
tree shown in Fig. 11. The different colours make it easier to find the required 
result. The green colour refers to nodes, or leaves, where the employees did not 
leave the company, and the blue colour refers to those where they did.  

The tree begins with the attribute of PPR results. If the employees’ results were 
Bes fit, Fit, Grow, Jump and Move, they did not leave the company in 72% of 
cases. The remaining 28 % of employees had a different result, i.e. Improve or no 
result if they had not participated in the review. If the employees had been at the 
company more than one year and their PPR result was other than Improve, i.e. 
they had not participated in PPR, they terminated their employment (the first blue 
leaf). The second blue leaf shows that employees who had been in EG1 and EG2 
positions left the company. The last leaves show that the employees who leave 
the company do not participate in training and if they do, they turn out to be 
women who decide to leave the company. 

The last algorithm we used in our decision tree analysis was the ctree algorithm. 
For ease of understanding, Fig. 12 shows a decision tree in the graphic form of a 
standard decision tree. The end of this decision tree features rectangles that allow 
us to compare when the employee for the given branch left his employment and 



QUALITY INNOVATION PROSPERITY / KVALITA INOVÁCIA PROSPERITA  22/2 – 2018  

 

ISSN 1335-1745 (print)    ISSN 1338-984X (online) 

95 

when he did not. The results are also shown as a percentage ratio. The darker the 
part in the broader area of the rectangle, or the higher the value it reaches, the 
more important and more interesting this branch is for prediction. 

 

Figure 12 – Decision Tree of the ctree Algorithm I 

The root of the tree contains employees with PPR results in Best fit, Fit, Grow, 
Jump a Move. This part branches out further according to age. If an employee 
was aged 32 or less and had worked an average of more than 13.625 hours of 
overtime a month, almost 20% of these employees, who share the given 
attributes, out of the total 175 employees left the company, see Leaf no. 5.  

The right part of the decision tree applies to employees whose PPR result was 
Improve or had not participated in the review. If these employees had not had 
training in the previous year, their positions were at the EG1 level and had been 
at the company more than 0.7 years, then in 60% of cases, these employees left 
the company, see Leaf no. 11. 

Employees who had done training in the previous year, but had not participated 
in the PPR review and had not changed their position in the previous year, then 
40% of the total of 92 employees left the company, see Leaf no. 17 Even if they 
had changed their position and stayed at the EG1 level, they left the company in 
80% of cases. Leaf no. 19 since in most cases the root of the tree contained PPR 
results, this column was removed from the database, and the algorithm was rerun 
(Fig. 13). 
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Figure 13 – Decision Tree of the ctree Algorithm II 

Compared to the above decision tree, this decision tree is much smaller and only 
contains four leaves. The root of this tree contains position. If an employee’s 
position is EG1, then 20% of the total of 269 employees left the company. In the 
case of EG2 positions, a branch for overtime was added to the decision tree. If 
employees’ average overtime per month is more than 21.167, around 30% of 
them leave the company. 

4 CONCLUSION 

We first performed a simple analysis of the frequency of the individual types of 
exit. That served as preparation for further analyses and provided results that 
were not negligible. The most frequent reasons for leaving the given company in 
the past two years were career growth opportunities, dissatisfaction with job 
description and dissatisfaction with the employee’s performance. These results 
were also confirmed in analyses using association rules and decision trees.  

The results of the analyses generally showed that observing the basic principles 
of correct communication from the beginning of an employment relationship, or 
during hiring, is justified. It is necessary for every potential employee to be 
familiar with their job description, so they do not leave when they are still in 
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their trial period, which is a point when employees often state dissatisfaction with 
the job description as their reason for leaving. Communication and regular 
conversations between a superior and his employees can help identify problems 
earlier, address them and reduce the number of people leaving the company. The 
following recommendations were put forward for the company: 

• Improve the methods of graduate hiring, i.e. prepare future employees by 
offering internships to students who can switch to full-time employment 
after graduation. 

• At the end of the trial period, discuss with the given employees whether 
the position for which they have been hired meets the requirements and 
expectations they had before they started.  

• Set an education plan and training plans for the individual types of 
employees. 

• Motivate loyal employees with benefits. 

• Monitor the amount of overtime and if an absolute limit is exceeded, 
review the employees’ job description to avoid unnecessary overtime that 
may have an adverse effect on them. 

The most significant advantage when performing the analysis was the availability 
of quality data in large amounts. It was not possible to perform such an analysis 
in specific industries or at certain companies precisely because detailed databases 
and overviews were not available. 
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