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ABSTRACT 

Purpose: The paper examines the potential effects of academic publications on 
patenting and the share of high technology exports. We test the short-run and the 
long-run causalities among high technology exports, the number of academic 
publications and the number of patents in three separate models. 

Methodology/Approach: Our sample consists of panel data for 61 countries and 
20 years. The panel Granger causality and vector error correction model have 
been used in order to capture the short-run causalities. Furthermore, panel 
cointegration regressions have been applied to test for long-run causalities. 

Findings: Our results strongly suggest that there is a positive long-run effect of 
academic publications on both patenting and the share of high technology 
exports. This suggests that the outcomes of basic science in the form publications 
strongly support technological development, and thus emphasises the importance 
of basic research. In addition the effect of patents on high technology exports is 
mostly insignificant when controlling for academic publications and GDP. 

Research Limitation/implication: First, the variables used in the analysis are 
only proxies. The scope of the data has been significantly limited by the data 
availability. This leads also to limited the number of control variables. 

Originality/Value of paper: There are still only a very limited number of 
studies testing the effect of academic outcomes on the technological development 
of the economy. Our research brings new empirical insights into this problem. 

Category: Research paper 

Keywords: academic research; academic publication; patent; technological 
development; high-technology exports 
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1 INTRODUCTION 

The technological development of the economy is mostly seen as one of the most 
important or even the most important determinant of sustainable economic 
growth. Keys to this are technical change and innovation. Our perceptions of 
these processes have developed considerably since the early work of Solow 
(1957) a critical change has been the emergence of endogenous growth models. 
According to one version of the endogenous growth model, technological 
progress is generated in research and development (R&D). As reported by 
Anselin, Varga and Acs (1997) the accumulation of knowledge and its spillover 
into productive capacity through technological change is a central theme in the 
new theory of endogenous growth. They stated that universities play an 
important role in this process, in the role of producers of basic research, as well 
as by creating human capital. In our research we take into account the scientific 
outputs of all knowledge producers. However, we are predominantly applying 
our results on universities. In our research we take into account the data capturing 
the scientific outputs of all knowledge producers, but we are predominantly 
applying our findings to universities. However, universities are the main 
knowledge producers only in some countries. They are mostly the key 
knowledge producers with respect to outputs of basic science. Universities also 
play a central role in models such as the triple helix, which evolved out of earlier 
work done on National Innovation Systems (NIS) (Freeman, 1987; Lundvall, 
1992, and Nelson, 1993). The NIS views innovation within nations as revolving 
around the interactions of companies, universities and research institutes. Their 
activities are governed by institutions, particularly public sector institutions and 
this is one way governments can stimulate interaction between learning and 
knowledge transfer, leading to successful innovation. It emphasises the role 
universities play in research, PhD and other training, and technology transfer 
(Mowery and Sampat, 2004). Such interaction between academia and industry is 
often done within the context of science parks (Minguillo and Thelwall, 2015). 
The Regional Innovation Systems (RIS) concept evolved from that of the NIS. 
To an extent this is similar to NIS, but on a smaller scale. However, with a 
regional focus it emphasises the importance of spatial proximity, which is 
particularly important with respect to tacit knowledge which requires face to face 
interactions (Asheim and Gertler, 2005).  

In some cases, knowledge is transferred to the private sector via university 
industry collaboration in publishing (Lebeau et al., 2008). On occasion too, the 
knowledge transfer to the firm is direct as the academic turns entrepreneur. Thus 
it is not uncommon for academics, or at least their universities, to do the 
patenting (Czarnitzki, Glänzel and Hussinger, 2007). Despite this, the mechanism 
on exactly how the university-industry linkage facilitates innovation is only 
imperfectly understood and there has, e.g., been only relatively few studies which 
look at the dynamics of NIS and RIS (Perkmann et al., 2013). This is a gap which 
this paper is focused on at least partially filling. We are especially focused on the 
impact of basic research, and estimate the potential long-run effect of academic 
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outputs on the technological development of the economy. We thus use the 
number of academic publications in selected journals as the proxy for scientific 
output. This variable was specifically used as there seems to be some growing 
doubts about the impact of this kind of research outcome on the real economy 
(Castellacci and Natera, 2013). Moreover, we also take into account the number 
of patents. To some extent patents could be seen as another kind of scientific 
output, but in a more applied form. On the other hand, patents are often used as a 
proxy for inventions, as for example by Artz et al. (2010). They can then be seen 
as the first step towards innovation. We believe that academic publications can 
be seen more as the output of basic research and create an important basis for 
invention and innovation. On the other hand patents are one step further down 
the line towards innovation and technological development (Breschi, Lissoni and 
Montobbio, 2005).  

The main aim of the paper is to test the potential causalities between academic 
publications, the number of patents and the share of high technology exports 
controlling for endogeneity. We proxy the technological level of the economy by 
the high technology exports share in total exports. The link between these two 
has previously been noted in the literature by, e.g., Montobbio and Rampa 
(2005). Castellacci and Natera (2013) are one of few authors who looks at the 
dynamics of NIS. There are still only a very limited number of studies testing the 
effect of academic outcomes on the technological development of the economy 
in the long-run. In our analysis, a macroeconomic perspective on this problem is 
applied, despite the fact that we are aware of the importance of certain processes 
which are more at the micro level, e.g. at the level of universities, research 
organizations and companies.  

In the next section of our paper we review the most suitable literature sources 
which have been published in this field so far. In the third section we describe the 
data and methodology used in the analysis. The methodology part is followed by 
the presentation and discussion of the most important results and the paper ends 
with the conclusions.  

2 LITERATURE REVIEW 

As argued by Bercovitz and Feldmann (2006), universities are often viewed as 
engineers of economic growth as well as regional technological development and 
revitalization. However, the process of university-led development could take 
considerable time and energy that is often outside of the immediate interests of 
the political processes (Bercovitz and Feldman, 2006). Despite the indisputable 
role of universities as knowledge producers, there is still a growing pressure on 
universities to apply that knowledge in closely cooperating with industry and 
government in the development of innovation. This is in line with the triple helix 
model, where the relationships between universities, industry and government are 
the key factors for innovation and further technological development (Etzkowitz 
and Leydesdorff, 2000). However, in fact there are still relatively large 
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differences among sectors of the economy. As argued by Stankevice and 
Jucevicius (2013) collaboration with universities is much more important for 
high-technology companies than service companies, which are more reliant on 
other agents such as clients, suppliers and external consultants when developing 
innovation. The argument is that the high technology companies are more 
dependent upon intellectual property and the external sources that can generate it. 
Maglio et al. (2006) have also suggested that links between the service sector and 
academia are relatively weak. In addition high technology areas of the service 
sector are likely to co-operate with partners, although less so with universities, 
than high technology manufacturing (Tether, 2002). 

Based on the concept of open innovation introduced by Chesbrough (2006), the 
universities are seen in the context of innovation as external sources of 
information. This kind of information tends to be more often used by companies 
compared to internal R&D. In order to facilitate the flow of information there is a 
need for more intensive scientific openness. McMilla, Mauri and Casey (2014) 
measured scientific openness by the number of academic publications. They 
found that academic publications are a good predictor of both positive 
technological changes at the level of firms and appear to have an effect also on 
the scientific outcomes of firms, measured by the number of times an individual 
firm’s patents cite the scientific literature. The findings of Herrera, Muñoz-
Doyague and Nieto (2010) confirm that scientific knowledge provided by public 
researchers has a significantly positive effect on both inputs and outputs of the 
firms’ innovation process. The authors emphasized the importance of access of 
firms to additional knowledge which is complementary to that which they 
already hold, and often leads to practical application of this knowledge.  

Thomas, Sharma and Jain (2011) stated that academic publications are one of the 
most common indicators that can be used as a proxy for academic productivity 
and excellence. Nguyen and Pham (2011) examined the effect of scientific 
articles on a knowledge based economy index. They analysed articles published 
in international peer reviewed journals between 1991 and 2010 in East Asian 
countries. They found that at the country level, the correlation between a 
knowledge based economy index and academic publications was 0.94. The 
authors concluded that the results suggested the existence of a strong relationship 
between academic research and the degree of “knowledgization” of the economy. 
Another indicator used in analysis is the number of patents. In general patents 
have been accepted as indicators of R&D processes and even though not all 
inventions are patented and not all patents are profitable, they have become the 
most common indicator of innovative output (Thomas, Sharma and Jain 2011). 
Zachariadis (2003) argues that R&D expenditure is mostly reflected in the 
number of patents, and patents have a positive effect on the development of 
technologies which raises economic growth. A similar effect of patents on 
growth is also shown by Hudson and Minnea (2013). The positive effect of 
university R&D on patents has been previously found, for example by Jaffe 
(1989). Moreover, Stephan et al. (2007), as well as Carayol and Matt (2004) both 
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found a positive correlation between academic outputs, as measured by 
publications, and the number of patents. 

There are several ways in which patenting and academics are related together. On 
the one hand, firms with access to academic research have been shown to 
enhance their patent performance. This is particularly true for younger firms (Soh 
and Subramanian, 2014). On the other hand universities can apply for their own 
patents based on their research activities. Appling for a patent by universities 
could be an effective way to commercialize the results of their research to a 
certain extent. Veugelers et al. (2012) map the presence and impact of 
universities on development of technology. They analyse the number of patents 
applied for by universities and found that academically owned patents are more 
commonly used by firms in the US than in European countries. This may be 
related to the so-called European paradox, which describes the phenomenon that 
EU countries play a leading role in terms of top-level academic output, but still 
lag behind in the ability of converting these results into wealth-generating 
innovations in the business sector (Czarnitzki, Hussinger and Schneider, 2012).  

Apart from the triple helix model, work on NIS and RIS also paved the way for 
the university engagement approach (Chatterton and Goddard, 2000). The 
concept of the engaged university explicitly emphasises a strong regional focus 
in their teaching and research activities. As suggested by the related concept of 
the ‘entrepreneurial university’, universities are to take a proactive role in this 
process and thus in regional development. Such universities are not only 
entrepreneurial in terms of technology development, but also respond to the 
needs of the region (Chatterton and Goddard, 2000). They play a 
‘developmental’ role by building institutions and facilitating networks which 
facilitate the regions they are located within (Gunasekara, 2006). The mechanism 
by which the university industry linkage facilitates innovation is only imperfectly 
understood. Considerable work has been done on commercialisation (Perkmann 
et al, 2013). Castellacci and Natera (2013) in a panel cointegartion analysis of 98 
countries over a 29 year period found that the dynamics of NIS are driven by the 
coevolution of technological output, academic output and innovative input on the 
one hand, and per capita income, infrastructures and international trade, on the 
other. Surprisingly they found a negative relationship between scientific and 
technological output. This is one of the relatively few studies which has looked at 
the dynamics of NIS. Thus overall a great deal of work has been written which 
assumes universities play a critical role in innovation. But there has been much 
less empirical work which supports this view. 
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3  DATA AND METHODOLOGY 

In our analysis we are testing the assumed long-run and short-run causalities 
between science, patenting and high technology exports. We are focused on the 
output side, which means in the case of universities we take into account the 
number of publications, for patenting it is the number of patents. On one hand we 
assume that a higher intensity of academic activity could have a positive effect 
on patenting, which could be interpreted as innovation itself or could foster 
innovation (as reported for example by Zachariadis; 2003). On the other hand, 
academic publications could have also a positive influence on technological 
development by many other ways apart from the patenting path. The number of 
publications can also be seen as a proxy for scientific openness as applied for 
example by McMillan, Mauri and Casey (2014). Scientific openness is one of the 
key determinates of technological development. It is rational to assume that all 
these effects are likely to be significant in the long-run rather than in short-run. 
Hence, in order to verify these assumed causalities, we examine potential long-
run as well as short-run relationships between the number of academic 
publications, the number of registered patents and the high-technology exports 
share.  

The intensity of scientific activity of academia could be represented by several 
different indicators. However, we decided to apply the number of scientific 
articles as an appropriate proxy. We take into account only scientific articles 
covered by the Science Citation Index (SCI) and the Social Sciences Citation 
Index (SSCI), published in the following fields: physics, biology, chemistry, 
mathematics, clinical medicine, biomedical research, engineering and 
technology, and earth and space sciences. The number of scientific articles is 
calculated per 100,000 residents of the relevant country in each period. Similarly, 
the number of patents is calculated per 100,000 inhabitants. We consider only 
those patent applications for which the first-named applicant or assignee is a 
resident of the state concerned. As already discussed, the share of high-
technology exports of manufactured exports was used as the proxy for the 
technological level of the economy. Based on an assessment of available data, 
this variable appears to be the most suitable for our purposes. All variables used 
in regression models are summarized and described in Tab. 1.  
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Table 1 – Variables Used in the Regression Models (World Bank database) 

Variable 

(abbreviation) 

Description 

High-tech export  

(HTEshare) 

High technology exports (as % of manufactured exports) 

High-technology exports are products with high R&D intensity, such as 
in aerospace, computers, pharmaceuticals, scientific instruments, and 
electrical machinery. The method for determining high-technology 
exports was developed by the Organisation for Economic Co-operation 
and Development in collaboration with Eurostat. It takes a “product 
approach” based on R&D intensity (expenditure divided by total sales) 
for certain groups of products. 

Scientific articles 

per capita  

(SApc) 

Number of scientific articles per capita *100,000 

The number of scientific and engineering articles published by authors 
from a certain country in the following fields: physics, biology, 
chemistry, mathematics, clinical medicine, biomedical research, 
engineering and technology, and earth and space sciences per capita 
(considering only articles from a set of journals covered by Science 
Citation Index and Social Sciences Citation Index) 

Patents per capita 

(PATpc) 
Number of resident patents per capita *100,000 

Resident patent applications are those for which the first-named 
applicant or assignee is a resident of the State concerned. Patent 
applications are worldwide patent applications filed through the Patent 
Cooperation Treaty procedure or with a national patent office. 

GDP per capita  

(GDPpc) 

GDP per capita (at price purchasing power parity – PPP)  
(in international dollars) 

 

We also intended to apply foreign direct investment (FDI) inflows as a dependent 
variable, because we assume that there is some spill-over effect of FDI for the 
development of the country. FDI can be also seen as one of the carriers of 
knowledge from developed regions to less developed regions. However, based on 
the results of panel stationarity tests this variable is very likely stationary at its 
level, thus we should not use cointegration analysis in this case.  

There are several significant outliers in the case of patents, scientific articles as 
well as GDP per capita. These variables have rather high variability and right 
skewed distribution. In order to partly eliminate all mentioned problems we used 
logarithm transformation of these variables in regression models. This also 
allows us to keep proportionality with the share of higher tech exports which is. 
Due to transformation we indicate proportional changes rather than unite 
changes, which is much better in our case due to significant differences between 
countries. The regression coefficients can be also interpreted as semi-elasticity or 
elasticity. It is likely that increase in research outputs can have stronger impact 
on technology development in countries with developed research infrastructure 
and previous success in basic and applied research. 
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We assume that the number of scientific articles could have a positive effect on 
the patenting and the high-technology export share of total exports. Hence the 
equations we will be estimating are: 

 ����ℎ���	
 = �[���	(����	
), (�����	
)], (1) 

 �����	
 = �[���	(����	
), (�����	
)], (2) 

where HTEshare is the share of high technology exports, SApc is scientific 
articles per capita, GDPpc is GDP per capita and PATpc is the number of patents 
per capita. 

We will then add to the right hand side variables, academic articles per capita and 
patents per capita. Wu used especially fully modified ordinary least square 
(FMOLS) and dynamic ordinary least square (DOLS) in order to estimate long-
run causalities. In the case of short-run effects we applied vector error correction 
model (VECM). All estimation techniques are in more detail described in the 
text. 

Our dataset consists of panel data, thus all variables include a cross-sectional 
(country) dimension as well as a time dimension. It includes the data for 61 
countries in the period 1993-2012. The list of all countries can be seen  
in Tab. 2. Our aim is to include, as well as more developed countries, developing 
and poor countries in the sample if possible. Despite this, the data from these 
countries are often less available, thus most of the countries included in our 
dataset are developed countries. Due to several missing observations, we get a 
slightly unbalanced panel with a maximum of 1,220 observations. If there was 
only one missing observation for a certain country, it was substituted by the 
arithmetic average of the observations ahead and behind this observation 
(together 18 values have been obtained this way for all variables). 

Table 2 - The List of Countries in the Dataset 

EU Countries Other Countries 

Austria, Bulgaria, Croatia, 
Czechia, Denmark, Estonia, 
Finland, France, Germany, 
Greece, Hungary, Ireland, Latvia, 
Lithuania, Netherlands, Poland, 
Portugal, Romania, Slovak 
Republic, Slovenia, Spain, 
Sweden, United Kingdom 

Algeria, Australia, Brazil, Canada, Chile, China, 
Colombia, Ecuador, Egypt, Guatemala, Iceland, India, 
Indonesia, Israel, Jamaica, Japan, Korea Rep., 
Macedonia, Madagascar, Malaysia, Mexico, Moldova, 
New Zealand, Norway, Pakistan, Peru, Philippines, 
Russian Federation, Saudi Arabia, Singapore, South 
Africa, Sri Lanka, Switzerland, Thailand, Turkey, 
Ukraine, , United States, Uruguay 

 

Nevertheless, in the case of scientific publications, there were missing 
observations for all countries in the year 2012. Thus in all models, where this 
variable was used the period dimension was reduced to 19 years (1993-2011). 
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For every other model, the dataset with a 20 years’ time frame was applied. The 
basic descriptive statistics for the three main variables used in our analysis are 
summarized in Tab. 3. 

Table 3 – The Basic Descriptive Statistics of the Main Variables Used in the Models 

 HTEshare SApc PATpc 

Mean 13.60 29.42 18.20 

Std. Dev. 13.56 33.61 43.18 

Observations 1,204 1,152 1,210 

 

In the first step of the analysis we test for weak stationary and the order of 
integration for all variables, which we want to use in the cointegration model. We 
used the Levin, Lin and Chu (2002), Im, Pesaran and Shin (2003) and Breitung 
(2000) tests as well as the Fisher ADF and PP tests defined by Choi (2001) and 
Maddala and Wu (1999). After we managed to satisfactorily demonstrate the 
same level of integration by unit root tests, we tested for the existence of 
cointegration by panel cointegration tests. Cointegration between the dependent 
and independent variables has been tested for using panel cointegration tests 
developed by Pedroni (2004) and Kao (1999), which are both widely used in the 
empirical literature. Both are testing the null hypothesis of no cointegration 
between selected variables. The Pedroni (2004) cointegration tests use seven 
different statistics. Four of them are panel cointegration statistics based on the 
within approach and three of them are group-mean panel cointegration statistics 
which are based on the between approach. Kao (1999) tests the null hypothesis 
that the residuals from the estimation are non-stationary.  

Obviously, the panel cointegration tests allow us to identify the presence of 
cointegration, but cannot by itself estimate any long-run coefficients. For this 
purpose we use panel cointegrated regression models. The long run parameters 
are estimated by the fully modified OLS (FMOLS) and the dynamic OLS 
(DOLS) panel cointegration estimators. Both types of estimators have been used 
in their two forms referred to as a pooled estimator and group-mean estimator. 
While pooled estimators are based on the “within dimension” of the panel, the 
group-mean estimators are based on the “between dimension of the panel”. The 
pooled FMOLS estimator is proposed in Phillips and Moon (1999) and the 
group-mean FMOLS estimator is developed by Pedroni (2000). The pooled 
DOLS estimator is introduced by Kao and Chiang (2000) and the concept of the 
group-mean estimator is extended from FMOLS to DOLS by Pedroni (2001). We 
now briefly describe the essence of the FMOLS and DOLS estimators.  

  



QUALITY INNOVATION PROSPERITY / KVALITA INOVÁCIA PROSPERITA  23/1 – 2019  

 

ISSN 1335-1745 (print)    ISSN 1338-984X (online) 

83 

Both FMOLS and DOLS are based on standard OLS considering the simple 
fixed-effects panel regression model that can be written as: 

 �	
 =	�	 +	 	!	
 + "	
 , # = 1, … . , ', ( = 1,… , �, (3) 

where Yit is a vector of dependent variable and β is a vector of coefficients. αi is 
an individual fixed effect and uit are stationary disturbance terms. It is assumed 
that Xit are integrated processes of order one for all i. The FMOLS estimator then 
is written as follows: 
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where ∆@AB> 	is a serial correlation term that gives the covariance matrix of the 
residuals corrected for autocorrelation and <=	
> is the transformation of the 
dependent variable yit in order to achieve the endogeneity correction.  

The DOLS estimator is obtained from the following equation: 

 <	
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where cij is the coefficient relating to the leads and lags of the first differenced 
independent variables. We can estimate β, the long run coefficient, by the 
following equation: 
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where I	
 = (1	
 −	1̅		, ∆1	
:E , … . , ∆1	
>E)	is a 2(q+1)×1 vector of regressors. 

Both estimators are robust with respect to the potential problems of serial-
correlation and endogeneity, which are potential problems with common 
ordinary least squares panel data estimators. The FMOLS estimator solves this 
by nonparametric corrections, while the DOLS estimator uses parametric 
correction, in effect adding leads and lags of differenced regressors into the 
regression. 

In the final step of the analysis we estimate a panel vector error correction model 
(VECM) using the residuals from the FMOLS cointegration equation as an error 
correction term (ECT). While cointegration coefficients reflect the long run 
balanced relationship, the VECM model is also able to capture the correcting 
mechanism of short term deviations from long run equilibrium. Thus, this 
approach is suitable to identify the sort-run effects, while taking into account the 
long-run relationship between variables. The speed of adjustment to long-run 
equilibrium can also be estimated by the error correction term coefficient. We 
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used the lagged residuals derived from the FMOLS cointegrated regression as 
error correction terms.  

4 RESULTS 

First of all we apply the panel stationary test as stated in the methodology part. 
The results of these stationarity tests are summarized in the Appendix at the end 
of the paper. Based on the majority of the results we can say that all variables 
except FDI inflows seem to be non-stationary at their level and stationary at their 
first differences. Thus they are all integrated of the same order, I(1). Hence, we 
can apply cointegration tests on them. However, we have to exclude the FDI 
inflows variable from our analysis in this point. In order to test the potential 
short-run causalities we perform panel Granger causality tests. The results are 
shown in Tab. 4.  

As can be seen there are some indications that the short run effect runs from the 
number of scientific articles per capita to the number of patents per capita. 
However, when taking into account the optimum number of lags based on the 
Schwarz criterion (SBC), which is four in this case, the effect becomes 
insignificant. Furthermore, there is no evidence for Granger causality between 
patents and high tech exports. Thus, this kind of effect is not significant at least 
in the short-run according to our results. On the other hand, the results indicate a 
statistically highly significant effect of scientific articles on high technology 
exports share, when considering four lags, which is again the optimum according 
to Schwarz criterion. This could be interpreted as short-run causality in the 
Granger sense. 

Table 4 – Results of Pairwise Panel Granger Causality Tests 

Number of Lags Lag =1 Lag =2 Lag =3 Lag =4 

H0: ∆SApc does not Granger cause ∆PATpc 3.19* 3.73** 2.40* 1.61 

H0: ∆PATpc does not Granger cause ∆SApc 1.15 0.40 2.35* 0.79 

Observations 1018 956 894 832 

H0: ∆PATpc does not Granger cause ∆HTEshare 2.57 1.90 1.28 0.91 

H0: ∆HTEshare does not Granger cause ∆PATpc  0.63 1.20 1.27 1.95 

Observations 1063 1000 937 874 

H0: ∆SApc does not Granger cause ∆HTEshare 1.08 0.65 2.35* 3.11** 

H0: ∆PATpc does not Granger cause ∆HTEshare 0.19 1.17 0.83 1.71 

Observations 1,011 950 889 828 

Notes: */**/*** means significance at the 10%/ 5%/ 1% levels. 
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In the next part of the analysis we focus our attention on the long-run causalities. 
We test for the existence of cointegration among selected variables using the 
panel cointegration tests described in the methodology part. The results of these 
tests are summarized in Tab. 5 and Tab. 6. As can be seen in the upper half of the 
Tab. 5, based on most of the tests we can reject the null hypothesis of no 
cointegration between high technology exports, academic publications per capita 
and GDP per capita. Thus, the results are in line with the outcomes of the 
stationarity tests performed earlier. Similar results can be seen in the lower half 
of Tab. 5, where we test the null hypothesis of no-cointegration between the 
number of patents per capita, scientific articles per capita and GDP per capita. 
Again the results imply the rejection of this null hypothesis, so we can conclude 
that these variables are cointegrated.  

Table 5 – The Results of Cointegration tests  

Cointegration: HTEshare; SApc; GDPpc (intercept) 

Null Hypothesis: no cointegration Statistic Weighted 

Statistic 

Pedroni test 
(Engle-Granger 
based) tests – 
individual 
intercept, lag 
length selection 
based on SBC 

Panel v-Statistic (within dimension) 0.07 -0.38 

Panel rho-Statistic (within dimension) 1.38 -0.31 

Panel PP-Statistic (within dimension) -1.59* -5.12*** 

Panel ADF-Statistic (within dimension) -5.72*** -8.10*** 

Group rho-Statistic (between dimension) 3.04  

Group PP-Statistic (between dimension) -3.83***  

Group ADF-Statistic (between 
dimension) 

-7.27***  

Kao coint. test ADF-Statistic -4.11*** 

Cointegration: HTEshare; SApc; GDPp (intercept & trend) 

Null Hypothesis: no cointegration Statistic Weighted 

Statistic 

Pedroni tests 
(Engle-Granger 
based) – 
individual 
intercept & 
trend, 
lag length 
selection based 
on SBC 

Panel v-Statistic (within dimension) -0.36 -3.79 

Panel rho-Statistic (within dimension) 1.23 1.73 

Panel PP-Statistic (within dimension) 5.20*** -7.24*** 

Panel ADF-Statistic (within dimension) -8.08*** -10.67*** 

Group rho-Statistic (between dimension) 4.56  

Group PP-Statistic (between dimension) -6.25***  

Group ADF-Statistic (between 
dimension) -8.75***  
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Cointegration:PATpc; SApc; GDPpc (intercept) 

Null Hypothesis: no cointegration Statistic Weighted 

Statistic 

Pedroni tests 
(Engle-Granger 
based), lag 
length selection 
based on SBC 

Panel v-Statistic (within dimension) 6.86*** 0.20 

Panel rho-Statistic (within dimension) -3.98*** -3.54*** 

Panel PP-Statistic (within dimension) -
10.70*** 

-9.55*** 

Panel ADF-Statistic (within dimension) -
11.12*** 

-10.88*** 

Group rho-Statistic (between dimension) -0.14  

Group PP-Statistic (between dimension) -9.50*** 

Group ADF-Statistic (between 
dimension) 

-
11.52*** 

Kao test ADF-Statistic -4.63*** 

Cointegration: PATpc; SApc; GDPpc (intercept & trend) 

Null Hypothesis: no cointegration Statistic Weighted 

Statistic 

Pedroni tests 
(Engle-Granger 
based), lag 
length selection 
based on SBC 
 

Panel v-Statistic (within dimension) 1.11 -4.70 

Panel rho-Statistic (within dimension) 0.74 0.06 

Panel PP-Statistic (within dimension) -7.91*** -9.42*** 

Panel ADF-Statistic (within dimension)  -
15.59*** 

-11.58*** 

Group rho-Statistic (between dimension) 3.26  

Group PP-Statistic (between dimension) -
10.66*** 

Group ADF-Statistic (between 
dimension) 

-
12.41*** 

Notes: */**/*** means significance at the 10%/ 5%/ 1% levels. 

Analogous tests have been applied for all four variables together (high tech 
exports, scientific articles per capita, patents per capita and GDP per capita), 
which can be seen in Tab. 6. As with the other cases, we can once again conclude 
that the majority of the tests reject the null hypothesis. Thus it is likely that the 
tested group of variables are cointegrated, which basically means that we are 
capable of performing cointegrated regressions on these variables to examine 
potential long-run causalities. 
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Table 6 – The Results of Cointegration Tests for All Variables Used in 

Regressions 

Cointegration: HTEshare; SApc; PATpc; GDPpc (intercept) 

Null Hypothesis: no cointegration Statistic Weighted 

Statistic 

Pedroni test 
(Engle-Granger based) 
tests – individual 
intercept, automatic lag 
length selection based 
on SIC 
 

Panel v-Statistic (within dimension) 1.52* 1.83** 

Panel rho-Statistic (within dimension) 1.72 0.67 

Panel PP-Statistic (within dimension) -1.40* -4.30*** 

Panel ADF-Statistic (within dimension) -4.75*** -6.73*** 

Group rho-Statistic (between dimension) 3.72  

Group PP-Statistic (between dimension) -3.99***  

Group ADF-Statistic (between dim.) -8.77***  

Kao cointegration test ADF-Statistic -5.169*** 

Cointegration:HTEshare; SApc; PATpc; GDPpc (intercept & linear trend) 

Null Hypothesis: no cointegration Statistic Weighted 

Statistic 

Pedroni tests 
(Engle-Granger based) 
tests – individual 
intercept & trend, 
automatic lag length 
selection based on SIC 
 

Panel v-Statistic (within dimension) 1.71** -0.06 

Panel rho-Statistic (within dimension) 1.83 2.32 

Panel PP-Statistic (within dimension) -7.46*** -6.46*** 

Panel ADF-Statistic (within dimension) -9.90*** -8.26*** 

Group rho-Statistic (between dimension) 4.56  

Group PP-Statistic (between dimension) -6.25***  

Group ADF-Statistic (between dim.) -8.75***  

Notes: */**/*** means significance at the 10%/ 5%/ 1% levels. 

In accordance with our main aim we tested the long-run causalities using the 
FMOLS and DOLS regression described in the methodology. The FMOLS 
models have been slightly preferred in our analysis, due to several more suitable 
characteristics, such as the alternative of using heterogeneous first stage long-run 
coefficients. 

First of all, we analyse the long-run effect of academic publications on patents, 
which could be also seen as an initial step towards the actual technological 
development of the economy. We assume that more intensive research at 
universities and other research institutions leads to a higher number academic 
publications, which could subsequently have a positive effect on patenting. This 
theoretical assumption was strongly supported by the empirical results from the 
cointegrated regressions as can be seen in Tab. 7. We applied different types of 
cointegration models. The models with an individual constant only, as well as 
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with a constant and linear trend have been used. The leads and lags in the DOLS 
models have been fixed or chosen according to the Schwarz criterion. The long-
run effect of academic publications on patenting is positive and statistically 
significant at the 5% level of significance in nine models. The results are very 
similar for both the FOMLS and DOLS models. GDP per capita was used as a 
control variable in all models.  

Table 7 – Cointegrated Regression Models with Number of Patents Per Capita 

as Dependent Variable 

Dependent variable: log(PATpc); Pooled estimator (within dimension) 

 (1) A (2) B (3) C (4) D (5) E (6) F 

Log(SApc) 0.75*** 
(9.73) 

0.75*** 
(9.73) 

0.63*** 
(6.23) 

0.76*** 
(10.86) 

0.66*** 
(17.95) 

0.62*** 
(6.23) 

Log(GDPpc) 0.05 
(0.72) 

0.05 
(0.92) 

0.04 
(0.54) 

0.05 
(0.81) 

0.11*** 
(3.15) 

0.04 
(0.54) 

R2 0.97 0.97 0.98 0.97 0.97 0.98 

Adj. R2 0.97 0.97 0.98 0.97 0.97 0.98 

Long-run 
variance 

0.27 0.27 0.16 0.27 0.07 0.16 

Observations 1,075 1,075 1,024 1,075 1,075 1,024 

Dependent variable: log(PATpc); Group-mean estimator (between dimension) 

 (7) G (8) H (9) I (10) J (11) K (12) L 

Log(SApc) 0.18** 
(2.00) 

0.32** 
(2.55) 

0.30* 
(1.67) 

0.16* 
(1.89) 

0.31**** 
(2.55) 

0.14 
(0.54) 

Log(GDPpc) 0.31*** 
(3.13) 

0.35*** 
(2.80) 

0.53 
(3.30) 

0.35*** 
(3.89) 

0.35*** 
(2.79) 

0.73 
(1.54) 

Long-run 
variance 

0.05 0.04 0.03 0.04 0.04 0.02 

Observations 1,075 1,024 952 1,019 1,024 952 

Notes: */**/*** means significance at the 10%/ 5%/ 1% levels; (.) denotes t-statistics; long-run variances 
calculated based on Bartlett kernel and Newey-West bandwidth have been used for coefficient 
covariances; A - FMOLS (pooled estimator), constant included, coefficient covariance matrix with 
homogenous variances; B - FMOLS (pooled estimator), constant included, coefficient covariance matrix 
with heterogeneous variances; C – DOLS (pooled estimator), constant included, lags and leads based on 
the SIC; homogenous variances; D - FMOLS (pooled estimator), constant & linear trend, coefficient 
covariance matrix with homogenous variances; E - FMOLS (pooled estimator), constant & linear trend, 
coefficient covariance matrix with heterogeneous variances; first-stage residuals use heterogeneous long-
run coefficients; F- DOLS (pooled estimator), constant, lags and leads based on the SIC; heterogenous 
variances; G - FMOLS (group-mean estimator), constant included; H - DOLS (group-mean estimator), 
constant included, lags and leads included based on the SIC; I - DOLS (group-mean estimator), constant 
included, 1 lead and 1 lag (fixed leads and lags specification); J - FMOLS (group-mean estimator), 
constant & linear trend included; K - DOLS (group-mean estimator), linear trend, lags and leads included 
based on the SIC; L - DOLS (group-mean estimator), linear trend, 1 lead and 1 lag (fixed leads and lags). 
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In the next models we focused our analysis on the long-run causalities between 
scientific articles and high technology exports. In this case we again found rather 
strong empirical support for our assumption that scientific articles as an indicator 
of academic activities intensity have a positive effect on the high technology 
exports in the long run. In order to check for the robustness of our results we 
apply different estimation approaches with different assumptions. The assumed 
positive effect is statistically significant at the 5% level in most of the 
cointegrated regression models, which can be seen in Tab. 8. In particular, this 
effect is significant in all models which are based on a group mean estimator. 

It is important to note that we have not controlled for the potential effect of 
patenting in the previous regressions. Despite academic publications seeming to 
have a positive effect on patenting, patenting itself could also be another 
important factor affecting the share of high technology exports. This effect has 
been taken into account in the next set of regression models which include high 
technology exports as the dependent variable and scientific articles per capita, 
GDP per capita and patents per capita as independent variables. A wide variety of 
long-run causal estimators has been used in this case in order to check the 
robustness of the results. The results from the pooled estimators are summarized 
in Tab. 9. According to these, the effect of scientific articles is statistically 
significant at least at the 10% level in all FMOLS models (upper part of Tab. 9). 
On the other hand we get somewhat mixed results for the DOLS estimator. Half 
of the DOLS models support our assumption about the positive effect of 
scientific articles on high technology exports at least at the 5% level of 
significance. In addition the effect of patents appears to be insignificant in most 
of the DOLS and FMOLS models when controlling for academic publications 
and GDP per capita. 

Table 8 – FMOLS and DOLS Regressions with Share of High Technology 

Exports as Dependent Variable 

Dependent variable: HTEshare; Pooled estimator (within dimension) 

 (1) A (2) B (3) C (4) D (5) E (6) F 

Log(SApc) 1.70* 
(1.94) 

1.70*** 
(2.43) 

2.07** 
(2.10) 

1.73 
(1.09) 

1.40* 
(1.65) 

4.47* 
(1.91) 

Log(GDPpc) 0.18 
(0.20) 

0.18 
(0.18.) 

0.88 
(0.96) 

-1.88 
(-0.63) 

-2.77 
(-1.55) 

-6.53* 
(-1.78) 

R2 0.91 0.91 0.95 0.94 0.94 0.96 

Adj. R2 0.91 0.91 0.93 0.94 0.93 0.94 

Long-run 
variance 

35.23 35.23 18.51 23.39 11.03 11.89 

Observations 1,072 1,072 993 1,072 1,072 1,001 
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Dependent variable: HTEshare; Group mean estimator (between dimension) 

 (7) G (8) H (9) I (10) J (11) K (12) L 

Log(SApc) 6.24*** 
(3.34) 

7.68** 
(2.21) 

6.00*** 
(2.90) 

5.82*** 
(3.26) 

16.47*** 
(3.03) 

14.15** 
(2.53) 

Log(GDPpc) -3.53*** 
(-3.03) 

-6.65*** 
(-3.10) 

-5.44*** 
(-4.21) 

-10.84*** 
(-4.15) 

-20.02*** 
(-3.06) 

-19.54*** 
(-2.57) 

Long-run 
variance 

14.99 9.07 15.79 9.23 8.55 8.91 

Observations 1,072 993 1,020 1,016 1,001 1,016 

Notes: */**/*** means significance at the 10%/ 5%/ 1% levels; (.) denotes t-statistics; long-run variances 
calculated based on Bartlett kernel and Newey-West bandwidth have been used for coefficient 
covariances; A - FMOLS (pooled estimator), constant included, coefficient covariance matrix with 
homogenous variances; B - FMOLS (pooled estimator), constant included, coefficient covariance matrix 
with heterogeneous variances; C - DOLS (pooled estimator), constant included, lags and leads included 
based on the AIC; D - FMOLS (pooled estimator), linear trend, coefficient covariance matrix with 
homogenous variances; E - FMOLS (pooled estimator), constant & linear trend, coefficient covariance 
matrix with heterogeneous variances, first-stage residuals use heterogeneous long-run coefficients; F- 
DOLS (pooled estimator), linear trend; lags and leads based on the AIC; coefficient covariance matrix 
with heterogeneous variances; G - FMOLS (group-mean estimator), constant included; H - DOLS (group-
mean estimator), constant included, lags and leads included based on the AIC; I - DOLS (group-mean 
estimator), constant included, lags and leads included based on the SIC, individual HAC (Newey-West) 
standard errors & covariances; J - FMOLS (group-mean estimator), constant & linear trend included; K - 
DOLS (group-mean estimator), linear trend, lags and leads included based on the AIC; L - DOLS (group-
mean estimator), linear trend, lags and leads included based on the SIC; individual; HAC (Newey-West) 
standard errors & covariances. 
 

Table 9 – The Results of Models with Pooled Estimator – Within Dimension 

 Dependent variable: HTEshare; FMOLS: (dependent variable: HTEshare) 

 (1) A (2) B (3) C (4) D (5) E (6) F 

Log(SApc) 1.26** 
(2.33) 

1.26*** 
(3.09) 

1.27* 
(1.92) 

1.46* 
(1.70) 

1.46** 
(2.29) 

1.33*** 
(83.01) 

Log(PATpc) 0.41 
(1.37) 

0.41* 
(1.76) 

0.55 
(1.44) 

-0.38 
(-1.05) 

-0.38 
(-1.23) 

3.56*** 
(11.85) 

Log(GDPpc) 0.26 
(0.53) 

0.26 
(0.63) 

0.15 
(0.24) 

-1.89 
(-1.19) 

-1.89 
(-1.50) 

-6.61*** 
(-264.5) 

R2 0.91 0.91 0.91 0.94 0.94 0.93 

Adj. R2 0.91 0.91 0.91 0.93 0.93 0.92 

Long-run variance 11.15 11.15 10.83 6.52 6.52 5.09 

Observations 1,059 1,059 1,059 1,059 1,059 1,059 
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Dependent variable: HTEshare; DOLS: (dependent variable: HTEshare) 

 (7) G (8) H (9) I (10) J (11) K (12) L 

Log(SApc) 2.72** 
(2.05) 

1.34 
(1.36) 

0.068*** 
(3.32) 

2.32 
(1.35) 

2.32 
(1.49) 

1.10*** 
(3.42) 

Log(PATpc) 0.07 
(0.06) 

0.04 
(0.06) 

0.32** 
(2.13) 

-0.70 
(-0.85) 

-0.70 
(-0.79) 

-0.28 
(-1.56) 

Log (GDPpc) 0.46 
(0.43) 

0.22 
(0.24) 

0.56** 
(2.38) 

-5.78* 
(-1.90) 

-5.78** 
(-2.07) 

-2.05** 
(-2.33) 

R2 0.97 0.96 0.96 0.95 0.95 0.95 

Adj. R2 0.93 0.93 0.93 0.94 0.94 0.94 

Long-run variance 10.13 14.58 14.58 16.62 16.62 16.62 

Observations 935 985 985 1,057 1,057 1,057 

Notes: */**/*** means significance at the 10%/ 5%/ 1% levels; (.) denotes t-statistics; long-run variances 
calculated based on Bartlett kernel and Newey-West bandwidth have been used for coefficient 
covariances; A - FMOLS pooled estimator; constant included, coefficient covariance matrix with 
homogenous variances, first-stage residuals use heterogeneous long-run coefficients; B - FMOLS pooled 
estimator; constant included, coefficient covariance matrix with heterogeneous variances, first-stage 
residuals use heterogeneous long-run coefficients; C - FMOLS pooled estimator; constant included, 
coefficient covariance matrix with heterogeneous variances; D - FMOLS pooled estimator; linear trend 
included, coeff. cov. matrix with homogenous variances; E - FMOLS pooled estimator; constant & linear 
trend included, coeff. cov. matrix with heterogeneous variances; F - FMOLS pooled weighted estimator; 
constant& linear trend included; coefficient covariance matrix with homogenous variances, first-stage 
residuals use heterogeneous long-run coefficients; G - DOLS pooled estimator; constant included, fixed 
leads and lags (leads=1, lags=1), coefficient covariance matrix with heterogeneous variances; H - DOLS 
pooled estimator; constant included, leads and lags based on SIC, long-run variance, coefficient 
covariance matrix with homogenous variances; I - DOLS pooled weighted estimator; constant included, 
leads and lags based on SIC, long-run variance, coefficient covariance matrix with homogenous 
variances; J - DOLS pooled estimator; constant & linear trend included, leads and lags based on SIC, 
coefficient covariance matrix with homogenous variances; K - DOLS pooled estimator; linear trend 
included, leads and lags based on SIC, coefficient covariance matrix with heterogeneous variances; L - 
DOLS pooled weighted estimator; linear trend included, leads and lags based on SIC, coefficient 
covariance matrix with heterogeneous variances. 
 

The results from the grouped-mean estimators are summarized in Tab. 10. As can 
be seen, the results achieved by DOLS and FMOLS group-mean estimators are 
mostly similar. Scientific articles have a positive and statistically significant 
effect on high technology exports in all regressions. As stated before, scientific 
articles have a significant effect on both patents and high technology exports. 
The effect of patents is, however, positive and significant only when excluding 
the scientific articles variable from the models. Our results thus strongly suggest 
that the outputs of basic science could be seen as an actual source of 
technological development of the economy. This effect seems to be even more 
significant and intensive when using the group-mean estimator considering the 
“between dimension” of panel data. 
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Table 10 – The Results of Models with Group-Mean Estimator (between 

Dimension) 

FMOLS: (dependent variable: HTEshare) 

 (1) A (2) B (3) C (4) D (5) E 

Log(SApc) 2.93** 
(1.90) 

 3.78*** 
(3.06) 

5.94*** 
(3.37) 

 

Log(PATpc) 0.47 
(0.68) 

2.66*** 
(2.73) 

0.92 
(1.37) 

 1.68** 
(2.01) 

Log (GDPpc) -1.20 
(-1.09) 

0.19 
(0.21) 

-5.91*** 
(-2.60) 

-10.46*** 
(-4.20) 

-3.18 
(-1.28) 

Long-run variance 9.17 15.18 5.04 8.88 8.48 

Observations 1,059 1,124 1,059 1,072 1,124 

DOLS: (dependent variable: HTEshare) 

 (6) F (7) G (8) H (9) I (10) J 

Log(SApc) 12.95** 
(2.30) 

14.54*** 
(3.63) 

24.73*** 
(3.27) 

4.39** 
(1.99) 

 

Log(PATpc) -5.10** 
(-2.45) 

-4.58*** 
(-3.26) 

-1.19 
(-0.38) 

-0.20 
(-0.16) 

2.38 
(1.44) 

Log (GDPpc) -2.41 
(-0.88) 

-1.60 
(-0.73) 

14.31 
(1.23) 

-7.39** 
(-2.08) 

-3.76 
(-1.06) 

Long-run variance 3.04 5.48 2.29 8.46 8.91 

Observations 935 985 935 1,057 1,060 

Notes: */**/*** means significance at the 10%/ 5%/ 1% levels; (.) denotes t-statistics; long-run variances 
calculated based on Bartlett kernel and Newey-West bandwidth have been used for coefficient 
covariances; coefficient covariance matrix with homogenous variances; A - FMOLS group-mean 
estimator; constant included; B - FMOLS group-mean estimator; constant included; C - FMOLS group-
mean estimator; constant & linear trend included; D - FMOLS group-mean estimator; constant & linear 
trend included; E - FMOLS group-mean estimator; constant & linear trend included; F - DOLS group-
mean estimator; constant included; fixed leads and lags (leads=1, lags=1); G - DOLS group-mean 
estimator; constant included; leads and lags based on SIC; H - DOLS group-mean estimator; constant & 
linear trend included; fixed leads and lags (1,1); I - DOLS group-mean estimator; constant & linear trend 
included; leads and lags based on SIC; individual HAC, (Newey-West) covariance matrix estimator; J - 
DOLS group-mean estimator, constant & linear trend included; leads and lags based on SIC. 

 

In the next and final step of our analysis, we use the panel vector error correction 
model (VECM) to capture potential short-run causalities. The results of the 
analysis can be seen in the Tab. 11. Using this kind of model we can also 
revaluate the significance of the long-run relationship using the error correction 
term and also calculate the speed of the expected return to long-run equilibrium. 
The number of lags included in the models was selected using the Schwarz 
criterion. This resulted in two lags for both models.  
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Table 11 – The Results of the VECM Models 

Coef. Dependent variable: ∆HTEshare 

C(1) ∆HTEshare(-1)  -0.02 
(1.22) 

∆HTEshare(-1) 0.02 
(0.76) 

C(2) ∆HTEshare(-2) 0.02 
(0.75) 

∆HTEshare(-2)   0.02 
(0.78) 

C(3) ∆log(SApc(-1))  0.93 
(1.02) 

∆(log(SApc(-1))) 0.91 
(1.05) 

C(4) ∆log(SApc(-2))  0.92 
(1.05) 

∆(log(SApc(-2))) 0.89 
(1.05) 

C(5) ∆log(PATpc(-1))   -0.04 
(-1.62) 

∆(log(GDPpc(-1))) -3.94* 
(-1.86) 

C(6) ∆log(PATpc(-2)) 0.02 
(0.64) 

∆(log(GDPpc(-1))) 1.92 
(0.94) 

C(7) ∆(log(GDPpc(-1)))  -3.84* 
(-1.77) 

  

C(8) ∆(log(GDPpc(-2)))  1.65 
(0.79) 

  

C(9) ECT(-1) -0.015*** 
(-4.2) 

ECT(-1) -0.01*** 
(-4.04) 

 Constant 0.09 
(0.63) 

Constant 0.08 
(0.56) 

 Wald test: 
C(3)=C(4)=0 

1.98 Wald test: 
C(3)=C(4)=0 

2.04 

 Wald test: 
C(5)=C(6)=0 

2.64 Wald test: 
C(5)=C(6)=0 

3.64 

 R2 0.03 R2 0.02 

 Number of 
observations 

988 Number of 
observations 

1,001 

Notes: */**/*** means significance at the 10%/ 5%/ 1% levels. (-1) / (-2) means the variable is lagged by 
one/two years. 

Based on the results of Wald test, both variables capturing scientific articles and 
patenting are not significant. Regression coefficients by both lagged variables are 
jointly not statistically significant. Hence, we can say that there is no evident 
short-run effect of the independent variables on the dependent variable. Most of 
the variables are insignificant and the coefficient of determination is very low. 
However, the coefficients of the error correction term are significantly negative, 
which is fully in line with the assumptions of a long-run stable relationship 
between variables. The speed of adjustment to the long run equilibrium between 
each pair of variables is slow but identical in both models. 
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5 CONCLUSION 

The outputs of basic and applied research could have a positive effect on the 
development of new technologies with further impacts on the economy, 
particularly in the long run. Several studies confirm that research at universities 
is an essential part of the innovation process within a country (such as for 
example Jaffe, 1989). This is true in the linear model of innovation as well as in 
the triple helix model. Similarly, Herrera, Muñoz-Doyague and Nieto (2010) 
argue that scientific knowledge provided by public researchers supports both 
inputs and outputs of the firms’ innovation process. However, there is only very 
little empirical research done on estimating any long-run effects, particularly in a 
multi-country context.  

Our analysis has focused on supplementing our understanding in this area, by 
primarily focusing on testing the long-run as well as short-run effects arising 
from academic publications and patents on the share of high technology exports. 
The results mostly suggest that there are virtually no or only very little short-run 
effects between these three variables. Despite this, it seems likely that there could 
be some sort of causality in the Granger sense between scientific articles and 
high-technology exports. However, the results suggest that there are several 
significant long-run causalities between the selected variables. The number of 
patents in the country is positively affected by scientific articles in the long run. 
This could be interpreted as the demonstration of the long-run relationship 
between basic research and applied research or innovation. Even more interesting 
is the potential effect of scientific articles on the technological development of 
the economy. Taking into account more recent views on innovation rather than 
the pure linear innovation process, we test not only the effect of scientific articles 
on patenting but also on high-technology exports. Our results strongly suggest 
that there is a long-run positive effect of academic scientific activities on 
technological development. This evidence is somewhat stronger when using 
group-mean DOLS and FMOLS estimators. These results are in some respect 
supplement the findings of Nguyen and Pham (2011) and McMillan, Mauri and 
Casey (2014). Based on our results it seems likely that the positive effect of 
scientific articles on technological development is robust even when controlling 
for the number of patents. On the other hand, the similar effect of patenting is 
considerably less significant and less intensive, especially when controlling for 
scientific articles.  

Thus our results indicate the importance of university research. In this they are 
consistent with both the NIS and the RIS approach and thus support a policy 
framework based on these approaches. Furthermore, several policy implications 
follow from our results. Firstly, there is strong evidence that R&D intensity at 
universities and other research organisations is a fundamental factor supporting 
the technological development of the economy in the long-run. Hence, support of 
basic science even in the less applied form seems to be a good way to enhance 
the development of new technologies and increase the share of exports with 
higher added value in the long-run. Secondly despite recent undergoing debates, 
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the number of good-quality papers appears to capture the impact of basic 
research on R&D technological impact in the long-run. The positive effect of 
basic research could in part be distributed into the economy through the patenting 
path. However, according to our results, it seems likely that there are other ways 
(such as positive spillovers) as to how basic research facilitates the technological 
development of an economy. Knowledge from basic research can be transferred 
to private sector firms through informal contacts, networks and consultancies. In 
addition it is reasonable to assume that good quality research publications reflect 
the quality of the academics. In this case their significance may reflect the 
transfer of knowledge, often tacit knowledge, though face to face interactions 
(Asheim and Gertler, 2005) and consultancies. It may also reflect the quality of 
PhD training and the impact that has on private sector performance (Mowery and 
Sampat, 2004). In this case it is right for RIS and NIS to encourage basic 
research, as with much public sector research funding in the countries of the EU, 
and formal attempts to evaluate and reward research as in the REF in the UK. 

It is important to note that despite our considerable effort to achieve the most 
relevant results, our analysis has certain limitations. First, the variables used in 
the analysis are only proxies for the intensity of science and technological 
development of the economy. Secondly, we assumed that the effect of R&D 
intensity is largely localised in the same country. Hence, we do not take into 
account potential direct effects and spillovers crossing borders. Moreover, the 
scope of the data has been significantly limited by the data availability. This also 
limited the number of control variables. Despite the fact that the problem of 
endogenity has been to a large extent solved by using panel DOLS and FMOLS 
estimators, more control variables might improve the robustness of our results 
even more in this respect. Our approach does not allow us to capture differences 
between countries. Moreover, we are also not able to distinguish between the 
different research areas or different knowledge producers. The effects of 
scientific activities in diverse research areas should be of course significantly 
different. Potential further research can be focused on the examination of 
differences between research areas and different knowledge producers. 
Furthermore, there is also space for further research focused on examining the 
knowledge transfer from academia to business in more detail. More research 
needs to be done to allow us greater insight into the mechanisms by which 
university based research impacts on the economy. 
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APPENDIX  

The results of panel unit root tests 

 Null Hypothesis: non-stationarity 

LLC test Breitung IPS test ADF test PP test 

SciArticles_on_pop - intercept 2.9  5.52 106.2 145.5 

SciArticles_on_pop - intercept & 
trend 

-1.6 6.1 0.4 159.1** 170.9*** 

∆SciArticles_on_pop - intercept -18.4*** -18.9*** -17.7*** 602.1*** 800.4*** 

∆SciArticles_on_pop - intercept & 
trend 

-18.3*** -4.3*** -16.8*** 501.9*** 743.2*** 

HighTech export - intercept & trend -5.1*** 4.8 -1.4 157.1** 108.12 

∆HighTech export - intercept & 
trend 

-17.9*** -11.4*** -15.4*** 438.2*** 616.2*** 

Patents_on_pop - intercept -2.9  -0.1*** 237.7* 338.81* 

Patents_on_pop - intercept & trend 0.5 6.03 -3.6*** 226.4*** 252.8*** 

∆Patents_on_pop - intercept -20.9***  -21.3*** 786.0*** 1863.2*** 

∆Patents_on_pop - intercept & trend -35.2*** -4.7*** -21.9*** 517.4*** 767.0*** 

GDP per capita - intercept & trend -0.3 6.0 1.9 109.9 70.6 

∆GDP per capita - intercept & trend -13.7*** 3.9*** -10.3*** 338.4*** 391.3*** 

FDI net inflow - intercept  -8.5***  -11.3*** 351.9*** 335.8*** 

FDI net inflow - intercept & trend -8.5*** 7.1*** -8.7*** 277.9*** 298.0*** 
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