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ABSTRACT 

Purpose: The causality search Taguchi (CS-T) method was proposed to support 
system selection in a robust parameter design. However, the target of the analysis 
is likely to be quasi-experimental data. This can be difficult to analyse with the 
CS-T method. Therefore, this study proposes a new analysis approach that can 
perform a more accurate knowledge search by applying the instrumental variable. 

Methodology/Approach: Using the CS-T method, appropriate knowledge 
search is difficult with quasi-experimental data, including endogeneity. We 
examined an analytical process that addresses the endogeneity between 
mechanism and output by utilizing the control and noise factors that constitute 
the mechanism as instrumental variables. 

Findings: The results show that 1) the proposed method has sufficient practical 
accuracy, even for quasi-experimental data including endogeneity; and 2) the 
extracted mechanism is less likely to fluctuate depending on the number of 
experimental conditions used. Moreover, we can clarify the position of the CS-T 
and proposed methods in system selection. 

Research Limitation/Implication: We perform estimation under the assumption 
that the threshold is known. However, the extracted mechanism may change 
depending on the threshold; this requires discussing how to determine them. 

Originality/Value of paper: Technological development requires a high degree 
of engineer sophistication. However, this study’s analytical process allows 
conducting more accurate knowledge search in a realistic and systematic way 
without requiring a high level of engineer input. 

Category: Research paper 

Keywords: robust parameter design; Taguchi method; technological 
development; instrumental variable method; statistical modelling   
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1 INTRODUCTION  

Generally, the developmental activities of quality engineering (Taguchi method) 
are divided into two areas: technological development and product design. In the 
Taguchi method, system selection is performed during technological 
development, whereas in product design, robust parameter design (RPD) and 
tolerance design are performed. The goal is to achieve both quality improvement 
and cost reduction. The RPD is a system design method based on experimental 
design, and it decreases the effects of random and systematic errors that can 
change the function of the system. 

However, it is difficult to achieve quality improvement in RPD in product design 
if the system selection (technological development) in the front-end process is 
inadequate. Kawada (2013) reports that the same issue applies to its use in 
research and development. In many technological developmental processes, the 
best existing system is selected. Thereafter, the system is developed by 
improving the output/objective characteristics, such as variance and signal-to-
noise ratio (SNR), and obtaining ideas for new control factors and generic 
functions from the mechanisms that achieve the target values. In other words, 
knowledge search is very important to understand the relationship between 
mechanisms and output/objective characteristics. 

Hosokawa (2020) cites one-factor experiments and the RPD of the objective 
function as the knowledge search approaches used in this process.  

One-factor experiments can focus on a single mechanism and facilitate its 
comprehensive analysis. Conversely, besides being inefficient, these experiments 
reduce the ability to detect mechanisms for improvement because the range of 
change in the output/objective characteristics and mechanisms is small. 

The RPD of the objective function can be performed efficiently to a certain 
extent, notwithstanding that the range of change in the output/objective 
characteristics expands by moving many factors. Conversely, despite that the 
mechanism of improvement is unknown, the reliability of the graph of factorial 
effects may be compromised by the effects of interactions. According to 
Hosokawa and Miyagi (2019), only a limited amount of studies has been 
effectively used, specifically Mashhadi et al. (2016), Gamage, Jayamaha and 
Grigg (2017), and Göhler, Ebro and Howard (2018). 

Thus, there is a growing need for technological development of an efficient and 
accurate method to understand the mechanism of improvement. Therefore, 
Hosokawa et al. (2015) proposed the causality search - Taguchi (CS-T) method 
to solve this problem. This method increases the amplitude of the mechanism and 
output/objective characteristics by moving the factors assigned to the orthogonal 
array and estimates the relationship between them using the Ta-method (Inoh et 
al., 2012) contribution ratio and the overall estimated SNR. The Ta-method is a 
modification of the Taguchi (T) method. 
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Because the analysis is performed while repeatedly adding experimental 
conditions, the experiment can be censored, which holds promise as a 
methodology for efficient knowledge search. For specific examples, see 
Hosokawa and Miyagi (2019). 

However, the data handled using the CS-T method can be interpreted as quasi-
experimental data in which observational and experimental data are mixed. 
Therefore, problems, such as sensor failure (measurement error) or a mixture of 
unexpected factors (omitted variables), may occur, and bias due to endogeneity 
may arise when a regression problem is assumed. Meanwhile, the CS-T method, 
which employs the Ta-method, a regression technique, is at risk of not extracting 
the mechanisms that improve the output/objective characteristics because the 
contribution ratio and the overall estimated SNR are affected. 

In this study, we propose an analysis process that can remove the bias caused by 
endogeneity, which hinders the extraction of mechanisms that improve 
output/objective characteristics by incorporating the concept of instrumental 
variables (IVs). Further, the proposed method enables the censoring of 
experiments as well as the CS-T method, which is expected to facilitate efficient 
knowledge search. 

The remainder of this paper proceeds as follows: Section 2 explains the CS-T 
method for a static system; Section 3 proposes a new knowledge search method 
based on the description of the assumed data structure and concepts; Section 4 
compares the methods through simulations to clarify their respective positions in 
technological development; and Section 5 summarizes the study and describes 
future developments. 

2 CAUSALITY SEARCH TAGUCHI METHOD 

As previously mentioned, system selection must be performed in the RPD front-
end process in product design. Taguchi (1993) states that “the system selection is 
which system (generic function as a technical means) is chosen as the generic 
function.” Here, the generic function refers to the technical means of achieving 
the objective function. As an example of a generic function, Taguchi (2004) cites 
the chemical reaction of an engine. In conjunction with the determination of 
generic functions, it is also necessary to develop control factors that constitute 
the system. This is to determine the limits of improvement of the selected system 
and evaluate the system properly by moving the control factors. 

Subsequently, we outline the CS-T method based on Hosokawa (2020) as an 
approach to support system selection, using a static characteristic system as an 
example. For the target data, it is assumed that the relationship between the 
control factor and the mechanism is known to some extent and that the control 
factor affects the output/objective characteristics only through the mechanism. In 
the CS-T method, the factors that represent mechanisms are referred to as 
effective explanation factors (EEFs), including sensor data, physical property 
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data, and intermediate data in computer-aided engineering, and they cannot be 

leveled at the time of the experiment neither do they have a target value. In this 

study, we interpret the EEFs as an intermediate characteristic and proceed with 

the discussion. 

We use the orthogonal array �� with four control factors � as the inner array and 

one error factor � as the outer array, assigned at two levels for discussion. When 

the index � � 1,2, … , � � � 8� denotes the combination of control factors, � �1,2 denotes the combination of noise factors, and � � 1, … , � denotes the types 

of EEFs, an example of the data used in the CS-T method with the observed 

EEFs ���� and output ��� are shown in Table 1. 

Table 1 – Example of the Data Format Used in the CS-T Method 

No. �� �� �� �� 
� � � � � � 

 �  � ⋯  " #  �  � ⋯  " # 

1 1 1 1 1 �$$$ �$$% ⋯ �$$&  �$$ �$%$ �$%% ⋯ �$%&  �$% 

2 1 1 2 2 �%$$ �%$% ⋯ �%$&  �%$ �%%$ �%%% ⋯ �%%&  �%% 

3 1 2 1 2           

4 1 2 2 1           

5 2 1 1 2 ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
6 2 1 2 1           

7 2 2 1 1           

� � 8 2 2 2 2 �($$ �($% ⋯ �($&  �($ �(%$ �(%% ⋯ �(%&  �(% 

 

The method consists of four steps. 

In the first step, the data are created. Control factors and noise factors are 

selected and assigned to the orthogonal array to increase the range of changes in 

the EEFs and output/objective characteristics. Thereafter, an arbitrary number of 

experimental conditions is randomly selected from the orthogonal array, and 

experiments are conducted to measure the output and EEFs. Here, the EEFs and 

outputs are converted into objective characteristics as necessary. 

In the second step, the explanatory rate )%  of the entire EEF is calculated by 

conducting the Ta-method with the objective characteristic as the objective 

variable and the EEF as the explanatory variable. This serve as an indicator of the 

termination of the experiment. Note, however, that the Ta-method is essentially a 

method that assumes that the explanatory variables arise from the objective 

variables. 

In the third step, the EEF is assigned to the orthogonal array of the two-level 

system as the first level if it is included in the estimation equation created in the 

second step, and the second level if it is not. The overall estimated SNR *̂ is 



QUALITY INNOVATION PROSPERITY / KVALITA INOVÁCIA PROSPERITA  26/1 – 2022  

 

ISSN 1335-1745 (print)    ISSN 1338-984X (online) 

42

calculated after assigning the factors to the orthogonal array. Thereafter, *̂ is used 
to perform an analysis of variance to derive the contribution ratio ,-�  of each 
EEF. 

In the fourth step, the decision to terminate the experiment is made. If )%  is 
greater than 0.6, and the ,-� of any EEF shows a similar trend more than five 
times, the experiment is terminated. If the conditions are not met, one unselected 
experimental condition is randomly selected, the output and the EEFs are 
measured anew, and the two steps are returned. 

3 PROPOSAL OF A NEW METHOD 

3.1 Data Structures 

Hosokawa et al. (2015) and Hosokawa (2020) do not perform simulations, but 
only validate the results using real data analysis. Therefore, in this section, we 
discuss and define the data structure while considering the assumptions of the 
RPD. 

The CS-T method assumes that the control factors affect the output/objective 
characteristics only through the EEFs. Moreover, the Ta-method is used in the 
CS-T method. With the aforementioned in mind, we refer to the model of static 
systems in Myers, Khuri and Vining (1992). Thus, the output ���  is: 

��� � ./ + 1��2 3 + 4��, 

1�� � 5���$⋮���&
6 

(1) 

where ./ is the intercept parameter, 1��  denotes the EEFs, 4��  denotes the error 
terms, and the �-dimensional vector 3 denotes the vector of coefficients for the 
control factors. The �th EEF is: ���� � 7/� + ��28� + ��29� + ��2:��� + 4���, 

�� � 5;�$⋮;�<6 , �� � 5=�$⋮=�>
6  , ��~@A0, C�%D>E 

(2) 

where 7/�  is the intercept parameter, ��  denotes the control factors, ��  denotes 
the noise factors, the F-dimensional vector 8� denotes the vector of coefficients 
for the control factors, the G-dimensional vector 9�  denotes that for the noise 
factors, the F × G matrix :�  denotes the matrix of control-by-noise interaction 
coefficients and 4���  denotes the error terms. Each level of the noise factor 
follows a normal distribution @0, C�%� . The index � � 1,2, … , �  denotes the 
combination of control factors, and � � 1,2, … , I  denotes the combination of 
noise factors. 



QUALITY INNOVATION PROSPERITY / KVALITA INOVÁCIA PROSPERITA  26/1 – 2022  

 

ISSN 1335-1745 (print)    ISSN 1338-984X (online) 

43 

In this model, the EEFs consist of control and noise factors, and the output 
consists of EEFs. In other words, the measured output is an aggregate of multiple 
EEFs, and changes in the output are always the result of changes in some EEFs. 
Moreover, from the perspective that RPD uses the interaction between control 
and noise factors, it is more natural for the control and noise factors to have a 
direct interaction relationship. 

Upon applying to the analysis of Hosokawa et al. (2015), it is implied that 
variations in control factors and paper features affect the distance the paper is 
folded from the reference point through the paper transport speed. Hence, by 
choosing a combination of control factors that attenuate the effects of variations 
in paper features, the paper transport speed and the paper folded distance from 
the reference point are stabilized. 

3.2 Concept of the Proposed Method 

Causal inference is a useful method for estimating relationships between 
variables. Causal inference methods include Gaussian graphical modelling 
(Lauritzen, 1996), linear non-gaussian acyclic models (Shimizu et al., 2006), and 
propensity scores (Rosenbaum and Rubin, 1983). However, they are not 
applicable to this problem. 

Therefore, in this study, we apply the IV concept, which is one of the causal 
inferences. Kuroki, Miyakawa and Kawata (2003) interpret this in terms of 
causal diagrams as being able to deal with unobserved covariates (omitted 
variables). It is also tolerant to measurement errors. See Bowden and Turkington 
(1985) for further details. 

Although the CS-T method uses orthogonal arrays, they should be treated as 
quasi-experimental data. Therefore, it is possible that the missing variables or 
measurement errors are included in the EEFs. If this happens, endogeneity will 
occur, which will cause a bias in the regression coefficients when assuming a 
regression model. This is because as the EEFs change, the error terms and 
omitted variables also change, thereby making it impossible to determine the 
effect of the EEFs on the output. 

The IV method can be used to solve this problem. Furthermore, because the data 
covered in this study use orthogonal arrays and assume that the control factors 
affect the output/objective characteristics only through the EEFs, making the 
control factors the IVs facilitates the IV selection, which is normally difficult. 

Additionally, there are many EEFs that are not involved in the output of the data 
targeted in this study, and it is necessary to select variables for them. Therefore, 
in the proposed method, the EEFs are reduced by using stability selection 
(Meinshausen and Bühlmann, 2010), which is a variable selection method. 
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3.3 Analysis Process of the Proposed Method 

In the following sections, the proposed method is explained in detail by assuming 

a static system. 

The first step entails data creation, similar to the CS-T case. However, the level 

of each control factor should be extracted such that they are not all the same. The 

use of a mixed-level orthogonal array is desirable because the combination of 

rows to be extracted affects the amplitude of each EEF. 

The second step involves the selection of EEFs to be used in the estimation of the 

relationships in the third step. Here, the output/objective characteristics are the 

objective variables, and all the EEFs are the explanatory variables. Thereafter, we 
use lasso regression with the regularization parameter J. However, selection is 

performed using stability selection. 

For stability selection, we first prepare K bootstrap samples. We define ΨM� ∈OPQΨR�S as the indicator function in which the coefficient of the EEF of variable 

number � is 1 if it is non-zero and 0 if it is zero in the T-th bootstrap sample ΨR . OPQ denotes the selection result of the lasso regression using J for ΨR. Thereafter 

the choice probability ΠV�Q� � 1, ⋯ , F� is defined as the sum up to  T � 1, ⋯ , K 

divided by K. We also treat the set of EEFs larger than an arbitrary threshold WXY&0 Z WXY& Z 1� as candidate OP[X\R]^, as follows: 

OP[X\R]^ � _�: max  Q∈d ΠV�Q e WXY&f (3) 

where d denotes an arbitrary set of J. 

The third step is the estimation of the relationship between the EEFs and the 

output/objective characteristics using the conditional IV method (Brito and Pearl, 

2002). The use of an IV is meant to exclude bias by examining the effect of the 

factors assigned to the orthogonal array on the output/objective characteristics of 

changes in the EEFs. 

Here, we consider OP[X\R]^ as the treatment variable. Then, the control and noise 

factors as well as OP[X\R]^ which are not the treatment variables, are considered as g × h  matrix i , OP[X\R]^  as g × j  matrix k , and the output/objective 

characteristics as g × 1 matrix l. l corresponds to the outcome variable. 

Thereafter, the effect of the treatment variable on the outcome variable (partial 

regression coefficient) in the conditional IV method can be written as: 

7P(m � k2nok�p$k2nol (4) 

where no is the projection matrix. 

From the above-stated, we calculate 7P(m for all elements of OP[X\R]^. 
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The conditional IV method is used to deal with the exclusion restriction that the 
IV affects the outcome variable only through the treatment variable. 

In the fourth step, the decision to terminate the experiment is made. When the 
third step has been performed three or more times, the results up to the time 
when censoring is considered and the results up to the previous time are 
considered as two groups. Next, we extract the results of the EEFs that have the 
strongest relationship with the output/objective characteristics at the times when 
we consider censoring. The significance level is then set and an F-test is 
performed. The null hypothesis is that “the variances of the two groups are 
equal” and the alternative hypothesis is that “the variances of the two groups are 
not equal”. If the null hypothesis can be rejected, one unselected experimental 
condition is randomly selected, the output/objective characteristics and EEFs are 
measured anew, and the second step is returned. If the null hypothesis cannot be 
rejected, the experiment is terminated. 

4 VERIFICATION BY SIMULATIONS 

4.1 Simulations Outline 

In this section, simulations are conducted to compare the methods. Further, the 
position of the CS-T and the proposed methods in technological development is 
clarified. Subsequently, the control factor is x, the noise factor is �, the EEF is 1, 
and the output is �. 

4.2 Simulations Settings 

Verification is performed by analysing the data of the two patterns generated 
according to the data structure defined in Section 3. 

The first pattern is quasi-experimental data, where the EEFs associated with � 
contain unobserved covariates q$ and q%. The model equation is defined as: 

�� �
⎩⎪⎨
⎪⎧ 7v�;v + 7wo�;w= + 7o�= + 4�   � � 1,2, ⋯ ,9�5.0;v + ;w= + = + 2.0q$� + 4�   � � 10�7{�;{ + 7|o�;|= + 7o�= + 4�   � � 11,12, ⋯ ,19�5.0;{ + ;|= + = + 2.0q%� + 4�   � � 20�7}�;} + 7~o�;~= + 7o�= + 4�   � � 21,22, ⋯ ,30�,

 (5) 

� � 3.0�$/ + 2.0�%/ + 7.0−q$ + q%� + 4�$, (6) 

4$, 4%, ⋯ , 4�$, q$, q%~@0,1�, (7) 

7v� , 7wo� , 7{� , 7|o� , 7}� , 7~o� , 7o�~qg��1,10� (8) 
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The second pattern is the experimental data, where �$/ has the most direct effect 
with �, while �%/ has the most total effect. The model equation is defined as: 

�� �
⎩⎪⎨
⎪⎧7v�;v + 7wo�;w= + 7o�= + 4�  � � 1,2, ⋯ ,9�5.0;v + ;w= + =� + 4�  � � 10�7{�;{ + 7|o�;|= + 7o�= + 4�  � � 11,12, ⋯ ,19�50.0;{ + ;|= + =� + 4�  � � 20�7}�;} + 7~o�;~= + 7o�= + 4�  � � 21,22, ⋯ ,30�,

 (9) 

� � 3.0�$/ + 2.0�%/ + 4�$, (10) 

4$, 4%, ⋯ , 4�$ ~ @0,1�, (11) 

7v� , 7wo� , 7{� , 7|o� , 7}� , 7~o� , 7o�  ~ qg��1,10� (12) 

4.3 Method of Analysis 

The data used for the simulation were generated using the orthogonal array �$�. 
The factors ;v, ;w, ;{ , ;|, ;}, and ;~  were assigned to the 2nd, 3rd, 4th, 5th, 6th 
and 7th columns, respectively. The noise factor = was arranged in the outer array. 
The first level of the noise factor was 1, and the second level was −1. The first 
level of the control factor was 1, the second level was 0, and the third level was 
−1. The number of datasets was 5,000. The initial number of experimental 
conditions was set to nine. 

Columns 1 to 30 of the ��% orthogonal array were used for the extraction of EEFs 
in the CS-T method. The hyperparameters of the adaptive lasso were determined 
by the leave-one-out using ���g OGq���� �����  ( �O� ) as an evaluation 
criterion. Stability selection was set to K � 100, d � 1.3$, 1.3%, ⋯ , 1.3�/�. WXY& 
was varied for each pattern, with 0.95 for patterns 1 and 0.80 for pattern 2, 
respectively. The significance level of the censoring criterion was set to 5%. 

We set accuracy evaluation criteria which is the absolute values of the 
relationship between � and 1 calculated by each method, sorted in descending 
order, and the probability that the top two are non-zero and correctly aligned with �$/ and �%/. The above-mentioned evaluation criteria are shown in the bar graph. 
The leftmost bar shows the results when nine experimental conditions are used, 
while the rightmost bar shows the results when all experimental conditions are 
used. 
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4.4 Simulations Results 

First, we focus on the first pattern. As can be seen in Figure 1, the accuracy of the 
CS-T, adaptive lasso, and SS-LM methods is always less than 50%, which is 
rather impractical. However, the accuracy of KS-IV is always above 90%, which 
is a practical result. 

 

Figure 1 – Pattern 1 Results (Accuracy) 

These results show that the CS-T, adaptive lasso, and SS-LM methods are 
unreliable when omitted variables are mixed. Conversely, the proposed method 
performs well. 

According to the rules of the proposed method and the CS-T method, the 
probability of the shortest termination is 46.6% at 13 experimental conditions 
used for the CS-T method and 97.5% at 11 experimental conditions used for KS-
IV, indicating that the proposed method can terminate the experiment stably. 

 

Figure 2 – Pattern 2 Results (Accuracy) 

Thereafter, we focus on the second pattern. The rules of the proposed method and 
the CS-T method, the probability of the shortest termination is 82.8% at 13 
experimental conditions used for the CS-T method and 85.5% at 11 experimental 
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conditions used for KS-IV. Moreover, the accuracy of the proposed method and 
SS-LM increases with the number of experimental conditions used, as can be 
seen in Figure 2. However, the CS-T and adaptive lasso methods do not estimate 
the correct relationship. 

These results show that the proposed method performs well even with 
experimental data where the total and direct effects are different. 

Based on the above-stated results, we clarify position of the CS-T and proposed 
methods in system selection. In models where the total and direct effects differ, 
the accuracy of the CS-T method is approximately zero. This is because the Ta-
method is included, thereby adding the effect from 1 to � to the effect from x and � to 1, so that the total effect is estimated. 

As a confirmation, the probability that �%/  has the greatest influence on �  is 
shown in Figure 3. For comparison, the other methods calculate the probability 
by evaluating the standard partial regression coefficient. Figure 3 shows that the 
CS-T method has a high probability of determining that �%/ has the greatest effect 
on �. 

 

Figure 3 – Pattern 2 Results (Probability that �%/ has the Most Influence on �) 

First, the aim of the proposed and CS-T methods is to convert the extracted 1 into 
a new control factor or a generic function. For the former, it is always necessary 
to choose s that has a strong direct effect on �. Ideally, the latter should also 
consider the effect on 1  when x is optimized. In other words, the proposed 
method is suitable for developing control factors, and the CS-T or the proposed 
method with standard partial regression coefficients is suitable for developing 
generic functions. 

Nonetheless if there is an omitted variable, it is necessary to choose 1 that has a 
strong direct effect on �. This is because the effect of x and � on s is combined 
with the effect of the omitted variable on 1. 
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5 CONCLUSION 

The CS-T method proposed by Hosokawa et al. (2015) is a technique for 
constructing an efficient knowledge search flow for system selection. However, 
there is room for debate on how to verify the usefulness and deal with the 
endogenous nature of the data. Therefore, in this study, we attempt to extract 
mechanisms more accurately and easily by proposing an analysis flow that 
introduces variable selection by stability selection and the IV concept. 

Simulations show that knowledge search using the proposed method has 
sufficient practical accuracy, even for quasi-experimental data with omitted 
variables. In addition, the probability of censoring in the shortest time is high. In 
other words, it can be interpreted that the extracted mechanism is less likely to 
fluctuate depending on the number of experimental conditions used, and a stable 
knowledge search can be performed. 

Moreover, based on the results of the simulations, we are able to clarify the 
position of the CS-T and proposed methods in technological development. 

Originally, developing control factors and generic functions in technological 
development requires a high degree of engineer sophistication. However, the 
analysis process in this study does not require a high level of sense from the 
engineer, and can be carried out in a realistic and systematic manner. Therefore, it 
can be expected to establish quality engineering that is both efficient and 
creative. 

Future development entails the determination of the optimal threshold value WXY&. 
Depending on the value of WXY&, the EEFs selected in the stability selection will 
change, which will affect the estimation of the relationship between the EEFs and 
the output/objective characteristics. In this study, the analysis is conducted with 
known values, but better results can be expected by changing WXY& as the number 
of experimental conditions used changes. 
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