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ABSTRACT 

Purpose: This study sought to provide a matrix by which to prioritise hypotheses 

in an Ishikawa diagram while considering a combination of the hypotheses' 

relation to the problem and the cost and effort to investigate because potential 

failure causes in an Ishikawa diagram are often prioritised for investigation using 

subjective methods, and not concrete criteria. 

Methodology/Approach: A survey was sent to organisations seeking to determine 

three levels of prioritisation for effort in hours to investigate a problem and costs 

to investigate. The results were then entered into a matrix that listed three levels of 

relationship between the hypothesis and the problem as well as three levels of costs 

and effort. A scenario was given to study participants in the industry to determine 

if participants with the hypothesis prioritisation matrix could find the correct 

hypotheses to investigate first, more often than participants without the matrix. 

Findings: The survey resulted in criteria for prioritisation of hypotheses to 

investigate. A study with employees in the industry found that participants with a 

hypothesis prioritisation matrix identified the correct hypotheses to investigate 

first more often than participants without the matrix. 

Research Limitation/implication: This paper provides concrete criteria for 

prioritising hypotheses to investigate during a root cause analysis.  

Originality/Value of paper: This paper provides concrete criteria for prioritising 

hypotheses. 

Category: Research paper 

Keywords: Ishikawa diagram; root cause analysis; failure investigation 
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1 INTRODUCTION  

Quality failures can be costly for organisations, with failure costs accounting for 

70% to 80% of an organisation's total quality costs (Rodchua, 2009). For example, 

one assembly at an automotive organisation has failure costs of 800 monetary units 

for every failed inlet camshaft assembly that fails in the organisation (Hirsch et al., 

2020). An organisation may also incur warranty costs when the failure happens to 

the customer (Shang et al., 2022). 

Failures that occur must be prevented from happening again, and a Root Cause 

Analysis (RCA) is performed to identify the causes of the failure (George et al., 

2021). The cause of failure must be identified so that actions can be taken to 

remedy the problem and prevent it from happening again (Sharma et al., 2010).  

The Ishikawa diagram is one of the most commonly used quality tools (McDermott 

et al., 2023a). The Ishikawa diagram is frequently used for problem-solving 

(Antony et al., 2021), such as finding the cause of a problem (Al-Hyari et al., 

2019).  

Although the hypotheses in an Ishikawa diagram have long been prioritised for 

investigation (Gryna, 2001) and a generic prioritisation matrix exists (McDermont 

et al., 2023b), there is no defined criteria for assigning priorities based on 

considerations of relation to the failure, together with cost and effort. Barsalou 

(2023) describes prioritising Ishikawa diagrams by considering both the cost and 

effort to investigate and how well the available evidence supports the hypotheses 

in the Ishikawa diagram. However, the lack of defined criteria leaves ratings for 

cost and effort subjective, with each person deciding on their own what could be 

considered a high, medium, or low rating. Criteria for prioritising based on the 

relation to the failure is available (Barsalou, 2022), but not for rating cost and effort 

or the interactions of relation to the failure, cost, and effort. This paper aims to 

establish criteria for prioritising hypotheses to investigate during an RCA based on 

considerations of cost and effort. 

2 LITERATURE REVIEW  

The Ishikawa diagram is frequently used during Six Sigma projects for the listing 

of potential failure causes (Uluskan, 2017) as illustrated by many case studies 

(Yadav et al., 2019; Uluskan and Oda, 2020; Solanki and Desi, 2021; Trakulsunti 

et al., 2022; Araman and Saleh, 2023). The use of an Ishikawa diagram to solve 

problems is well documented in the literature (Pyzdek and Maciulla, 1995; Sharma 

et al., 2010; Mahanti, 2014). However, research on prioritising hypotheses in the 

Ishikawa diagram using objective criteria is lacking.  

Solanki and Desai (2021) present a Six Sigma case study in which an Ishikawa 

diagram with 18 potential causes was created during a brainstorming session. The 

potential causes were prioritised using multi-voting, which often fails to consider 
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the time and effort required for the investigation actions during an RCA where one 

specific cause may exist. 

A case study by Yadav et al. (2019) describes the use of an Ishikawa diagram 

during a Six Sigma project. The Six Sigma team created the Ishikawa diagram, and 

then causes to investigate were selected using the nominal group technique, where 

participants rank the importance of the items under consideration, and the 

aggregate of the rankings is used for selection criteria (Srivastava et al., 2019). 

With the nominal group technique, expert opinion is used to derive individual 

rankings, not concrete criteria.  

Barsalou (2023) presented a case study in which hypotheses from an Ishikawa 

diagram were copied to a worksheet and prioritised with three levels of 

prioritisation; however, the priorities were low, medium, and high, but little 

guidance was given on how to prioritise other than suggesting to use three levels 

of prioritisation that consider cost and effort. However, criteria for cost and effort 

are not given.  

A case study by Doshi et al. (2012) described an Ishikawa diagram for a problem 

with radiator fins opening. The Ishikawa diagram had 20 potential causes that were 

transferred to a table listing the top branch of the Ishikawa, the hypothesis, and the 

hypotheses' contribution to the problem rated as high, medium, and low based on 

a combination of the investigators' experience and knowledge of the product. The 

rating was based on experience and knowledge of the product, but time and effort 

were not considerations, which could lead to investigating potential causes that are 

more costly and time-consuming to investigate prior to investigating potential 

causes that are quick and low-cost to investigate. 

The available hypotheses prioritisation methods as described in the literature 

include multi-voting (Trakulsunti et al., 2021), decision matrix tool (Araman and 

Saleh, 2023), nominal group technique (Yadav et al., 2019), and brainstorming 

(Dziuba et al., 2014).  

Such methods fail to consider the cost and effort to investigate a hypothesised 

failure cause. Therefore, a study was conducted to identify costs and effort criteria 

to use as prioritisation criteria, which can provide organisations with concrete 

criteria for prioritising hypotheses to investigate.  

3 METHODOLOGY 

The literature does not provide criteria for prioritising hypotheses for investigation 

that consider combinations of links to the cause, costs, and efforts when using an 

Ishikawa diagram. For the criteria establishment, a survey was sent to 

organisations to define better criteria for rating costs and effort for investigating a 

hypothesis. A sample of organisations was selected so that the criteria would be 

representative of those that would use the criteria on the job. 
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The organisations were randomly selected from a list of ISO 9001-certified 

organisations from a region in Poland that was used in a previous study. One 

hundred organisations had originally been randomly selected from the list; 

however, three had since gone insolvent, resulting in 97 organisations receiving 

the survey. 

The survey asked for demographic data such as the responding organisation's 

industry and size and the position of the person taking part in the survey. There 

were 47 respondents with a response rate of 48.5 percent; however, two failed to 

provide answers and were excluded from the analysis. One organisation stated that 

costs were not considered; one referred to standard labour costs without stating the 

costs and three respondents listed zero for minimal, moderate and extensive costs. 

These five respondents were excluded from the analysis, resulting in 41 responses 

for cost.  

One respondent listed a range from 1,000 to 3,000 for moderate cost, which was 

converted into a mean of 2,000 for analysis purposes. Two respondents did not 

give a response for effort, and three listed zero for minimal, moderate, and 

extensive effort. They were excluded from the analysis, resulting in 42 responses 

for effort. 

The respondents were in the automotive industry (23.4%), consumer goods 

(10.6%), and various non-identified industries (66.0%) and the organisations 

ranged in size from 1 to 10 employees to over 501 employees. The respondent's 

positions included engineers and managers.  

For identifying cost ratings, the survey asked questions regarding costs with 

answers given in Polish złoty and questions regarding effort with answers given in 

hours. The questions are listed in Table 1. 

Table 1 – Cost and effort questions 

Cost Questions Effort Questions 

When planning to investigate a failure, what would 

you consider to be minimal costs? 

When planning to investigate a failure, what would 

you consider to be minimal effort? 

When planning to investigate a failure, what would 

you consider to be moderate costs? 

When planning to investigate a failure, what would 

you consider to be a moderate effort? 

When planning to investigate a failure, what would 

you consider to be extensive costs? 

When planning to investigate a failure, what would 

you consider to be an extensive effort? 

 

The survey results were used to identify criteria for prioritising, taking into 

consideration cost and effort. First, the median value of the high, moderate, and 

extensive ratings for both cost and effort were determined. Then, median values 

were used to calculate concrete prioritisation criteria. 

The median values and ranges were calculated for both cost and effort using the 

procedure described in the methodology. Table 2 depicts the mean, minimum 
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value, median, maximum value, and range of values for costs in monetary units 

and the same for effort estimates in hours. 

Table 2 – Results for costs in monetary units and effort in man-hours 

Rating Mean Minimum Median Maximum Range 

Low cost 773 0 500 5,000 5,000 

Moderate cost 2,596 100 1,250 20,000 19,900 

Extensive cost 7,518 200 5,000 65,000 64,800 

Low effort 5.48 0.5 5.0 20.0 19.5 

Moderate effort 11.82 1.0 12.0 40.0 39.0 

Extensive effort 28.32 2.0 24.0 100.0 98.0 

 

Values ranged from zero to 65,000. Therefore, the median values were used to 

determine low, moderate, and high costs due to the wide range of results. Different 

industries and organisation sizes were represented, so the median is more 

representative of the data than the mean, which could be influenced by extreme 

values because the median is less sensitive to outliers (McShane-Vaughn, 2016). 

Also, the results must be general enough to apply across industries at organisations 

of different sizes; therefore, the median provides a more generalisable value.  

For determining the maximum value for low cost, half of the difference between 

the median value for moderate and low was divided by two and added to the 

median of low and was calculated as  

𝑚𝑒𝑑𝑖𝑎𝑛 𝑜𝑓 𝑙𝑜𝑤 𝑐𝑜𝑠𝑡 +
𝑚𝑒𝑑𝑖𝑎𝑛 𝑜𝑓 𝑚𝑜𝑑𝑒𝑟𝑎𝑡𝑒 𝑐𝑜𝑠𝑡−𝑚𝑒𝑑𝑖𝑎𝑛 𝑜𝑓 𝑙𝑜𝑤 𝑐𝑜𝑠𝑡

2
, which 

corresponds to 

500 + 
1,250−500

2
 = 875 

The lower limit for extensive was determined by subtracting the median value for 

moderate from the median value for extensive and dividing by two and was 

calculated  

m𝑒𝑑𝑖𝑎𝑛 𝑜𝑓 𝑒𝑥𝑡𝑒𝑛𝑠𝑖𝑣𝑒 𝑐𝑜𝑠𝑡 −
𝑚𝑒𝑑𝑖𝑎𝑛 𝑜𝑓 𝑒𝑥𝑡𝑒𝑛𝑠𝑖𝑣𝑒 𝑐𝑜𝑠𝑡−𝑚𝑒𝑑𝑖𝑎𝑛 𝑜𝑓 𝑚𝑜𝑑𝑒𝑟𝑎𝑡𝑒 𝑐𝑜𝑠𝑡

2
, 

which corresponds to 

5,000 – 
5,000−1,250

2
 = 3,125  

The same procedure was used to determine the upper limit of low effort in man-

hours, where the difference between moderate effort and low effort was divided 

by two and subtracted from the median of moderate effort. This was calculated as  

m𝑒𝑑𝑖𝑎𝑛 𝑜𝑓 𝑚𝑜𝑑𝑒𝑟𝑎𝑡𝑒 𝑒𝑓𝑓𝑜𝑟𝑡 −
𝑚𝑒𝑑𝑖𝑎𝑛 𝑜𝑓 𝑚𝑜𝑑𝑒𝑟𝑎𝑡𝑒 𝑒𝑓𝑓𝑜𝑟𝑡−𝑚𝑒𝑑𝑖𝑎𝑛 𝑜𝑓 𝑙𝑜𝑤 𝑒𝑓𝑓𝑜𝑟𝑡

2
,  

which corresponds to 
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12.0 – 
12.0−5.0

2
 = 8.5 

For determining the lower limit of extensive effort, the difference between the 

median of extensive effort and moderate effort was divided by two and subtracted 

from the median of extensive effort, calculated as  

m𝑒𝑑𝑖𝑎𝑛 𝑜𝑓 𝑒𝑥𝑡𝑒𝑛𝑠𝑖𝑣𝑒 𝑒𝑓𝑓𝑜𝑟𝑡 −
𝑚𝑒𝑑𝑖𝑎𝑛 𝑜𝑓 𝑒𝑥𝑡𝑒𝑛𝑠𝑖𝑣𝑒 𝑒𝑓𝑓𝑜𝑟𝑡−𝑚𝑒𝑑𝑖𝑎𝑛 𝑜𝑓 𝑚𝑜𝑑𝑒𝑟𝑎𝑡𝑒 𝑒𝑓𝑓𝑜𝑟𝑡

2
, which corresponds to 

24.0 – 
24−12.0

2
 = 18.0 

The resulting evaluation table for cost and effort is shown in Table 3.  

Table 3 – Ratings based on cost and effort 

Rate as If the cost in monetary units is Or effort in man-hours is 

Extensive ≥ 3,125.00  ≥ 18.00 

Moderate 875.01 to 3,124.99  8.51 to 17.9 

Low ≤ 875.00  ≤ 8.50 

An efficacy study was conducted to determine if using the hypothesis prioritisation 

matrix led to correctly identifying the hypotheses investigated first more often than 

not using a hypothesis prioritisation matrix. The study used employees in the 

industry to represent those who would actually apply the concept on the job. 

A matrix was created to perform an efficacy study with cost and effort on the y-

axis and cost on the x-axis. Literature was consulted to determine high, medium, 

and low prioritisation ratings. Smith (1998) once recommended selecting three to 

five hypotheses to investigate. More current case studies have used only two or 

three hypotheses for the first investigation. For example, Sarkar et al. (2013) 

selected two hypotheses to investigate, while Germanova-Krasteva and Petrov 

(2008), Chapman et al. (2011), Jayaprasad et al. (2016), and Shamsuzzaman et al. 

(2023) selected three hypotheses to investigate. Therefore, the prioritizations in the 

matrix were set so that most prioritizations would be medium, with only two of 

nine possibilities being classified as high.  

Once clear criteria for cost and effort were established, the efficacy of the method 

needed to be evaluated. For performing it, volunteers were selected for the study. 

The volunteers consisted of employees in industry working at manufacturing and 

production companies. Four university students completing internships at 

manufacturing organisations administered the surveys by asking for volunteers. 

There were 30 efficacy study volunteers in positions ranging from technician to 

executive, with seven executives, two managers, five engineers, eight technicians, 

and one operator. Seven study participants did not identify a position. The 

volunteers were in four organisations. One organisation had 11 to 100 employees, 

two each had 101 to 500 employees, and the fourth had over 500 employees. There 

were four volunteers with less than two years of experience, three with over 20 

years of experience, five with seven to ten years of experience, nine with three to 
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six years of experience, and 11 with 11 to 20 years of experience. All but two study 

participants were in a quality role. 

The volunteers were separated into two groups, and each group was given the 

matrix shown in Table 4. Although the matrix given to the volunteers listed złoty, 

the matrix has been updated to show the equivalent in euros. Hypothetical potential 

failure causes were also listed in Table 4. The hypotheses were then given 

additional details in relation to the cause, cost to investigate, and effort to 

investigate. The "relation to the cause" column describes how well evidence 

supports the hypothesis. The "Cost to investigate in złoty" column lists how much 

a hypothesis would cost, and the "Effort to investigate in man-hours" column lists 

how many hours it would take to investigate a hypothesis. The final column 

provides a place for study respondents to list a prioritisation, which will be 

explained later.   

Only four sets of additional details would result in a high rating of the hypothesised 

failure causes. 

Table 4 – Relation to cause, cost, and effort 

Hypothesis Relation to the cause Cost to 

investigate in 

złoty 

Effort to 

investigate in 

man-hours 

Priority 

Insufficient spring force Greatly suspected to be 

a cause 

1100                 

(251.89 €) 

12  

Shaft damaged Greatly suspected to be 

a cause 

850                

(194.64 €) 

17  

Shaft diameter too long Could theoretically be a 

cause 

50              

(11.45 €) 

2  

Shaft diameter too short Could theoretically be a 

cause 

50              

(11.45 €) 

2  

Lever sticking Greatly suspected to be 

a cause 

975             

(223.27 €) 

16  

Impact damage Potentially a cause 105             

(24.04 €) 

24  

Contact corroded Potentially a cause 900                

(206.09 €) 

27  

Wrong component used Could theoretically be a 

cause 

5                  

(1.14 €) 

1  

The operating 

temperature is too high 

Potentially a cause 250            

(57.25 €) 

26  

Sodium contamination Greatly suspected to be 

a cause 

700            

(160.29 €) 

17  

Wrong material used Could theoretically be a 

cause 

85              

(19.46 €) 

4  

Hardness out of 

specification 

Potentially a cause 600                    

(137.39 €) 

14  



QUALITY INNOVATION PROSPERITY  28/2 – 2024  

 

ISSN 1338-984X (online) 

67 

Hypothesis Relation to the cause Cost to 

investigate in 

złoty 

Effort to 

investigate in 

man-hours 

Priority 

Diameter too large Could theoretically be a 

cause 

250  

(57.25 €) 

2  

Diameter too small Could theoretically be a 

cause 

250 

(57.25 €) 

2  

Fatigue failure Greatly suspected to be 

a cause 

10 

(2.29 €) 

29  

Rust Greatly suspected to be 

a cause 

1500 

(343.49 €) 

32  

Procedure not followed Could theoretically be a 

cause 

5 

(1.14 €) 

10  

High vibration during 

operation 

Greatly suspected to be 

a cause 

1450 

(332.04 €) 

60  

Design failure Could theoretically be a 

cause 

350 

(80.15 €) 

26  

Damage from lathe Potentially a cause 105 

(24.04 €) 

14  

 

The volunteers in both groups were instructed to "Prioritise the hypothesis based 

on relation to cause, cost, and effort using a scale of High, Medium, and Low to 

determine which hypothesis should be investigated first." The first group was only 

given Table 4. The second group was also given Table 5, which was created as 

described at the beginning of this section. The study participants with Table 5 were 

also instructed to use the cost and effort versus relation to cause matrix to assign 

priorities.  

Table 5 – Hypothesis prioritisation matrix 

 

 

 

 

Effort 

and 

Cost 

Extensive if 

Cost ≥ 3,125 złoty (715.56 €) 

or Effort ≥ 18.00 hours 

 

Medium 

 

Medium 

 

Low 

Moderate if 

Cost = 875.01 to 3,124.99 złoty (200.36 – 

715.55 €) 

or Effort = 8.51 to 17.99 hours 

 

High 

 

Medium 

 

Low 

Minimal if 

Cost ≤ 875.00 złoty (200.35 €) 

or Effort ≤ 8.5 hours 

 

High 

 

Medium 

 

Medium 

 Greatly 

suspected to 

be a cause 

Potentially 

a cause 

Could 

theoretically 

be a cause 

Relation to Cause 
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The hypothesis "shaft damaged" is greatly suspected to be a cause and has a cost 

of 850 złoty and the effort to investigate is 17 hours; "lever sticking" is also greatly 

suspected to be a cause and has a cost of 975 złoty and an effort of 16 hours. 

"Sodium contamination" is also greatly suspected to be a cause and has a cost of 

700 złoty and an effort of 17 hours, and "insufficient spring force" is greatly 

suspected of being a cause and has a cost of 1,100 and an effort of 12. These four 

are the only answers that would be rated as high according to the hypothesis 

prioritisation matrix, which was used as the evaluation criteria.  

The main criteria for the efficacy study was the total number of mistakes made, 

with failing to correctly identify a cause as a high priority considered incorrect and 

incorrectly identifying a cause as a high priority also considered incorrect. The 

study results are shown in Table 6. 

Table 6 – Efficacy study results 

 With a 

prioritisation 

table 

Without a 

prioritisation 

table 

Number of volunteers 15 15 

Number of times high was correctly identified 50 31 

Number of times a cause was incorrectly identified as high 17 67 

Total mistakes 27 96 

Total possible correct 60 60 

Total possible incorrect 240 240 

Total mistakes possible 300 300 

The results were then evaluated using a hypothesis test of two proportions, which 

is used to determine if a statistically significant difference exists between two 

proportions using a given critical value (Laman, 2022). In this case, the critical 

value of 0.05 was selected. There are two possible p-values for the hypothesis test 

of two portions. One is the normal approximation, and the other is Fisher's exact, 

which should be used when there are less than five occurrences or non-occurrences 

of events (Barsalou and Smith, 2018). There are more than five events and non-

occurrences of events; therefore, the normal approximation can be used.  

The comparison of correctly identified high ratings had a p-value less than 0.05, 

indicating a statistically significant difference. The volunteers with the 

prioritisation matrix correctly identified the causes to rate as high more often than 

the volunteers without a prioritisation matrix. The hypothesis test of two 

proportions for the number of causes incorrectly prioritised as high resulted in a p-

value less than 0.05; therefore, there is a statistically significant difference in the 

number of causes incorrectly rated as high. A hypothesis test of two proportions 

was also performed to determine if the total number of mistakes differed between 

the two groups. The resulting p-value was 0.05; therefore, there is a statistically 
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significant difference between the total number of mistakes made. The results of 

the hypothesis tests of two portions are shown in Table 7. 

Table 7 – Statistical tests of two proportions 

 

Comparison 

of 

 

Group 

 

Opportunities 

 

Correct 

decisions 

 

Proportion 

 

Difference 

Confidence 

interval for 

the 

difference 

 

p-

value 

correctly 

identified 

high ratings 

With 60 50 0.833  

0.317 

 

0.159 to 

0.474 

 

0.000 Without 60 31 0.517 

causes 

incorrectly 

identified as 

high 

With 240 17 0.071  

-0.208 

 

-0.274 to  

-0.143 

 

0.000  

Without 

240 67 0.279 

total number 

of mistakes 

With 27 96 0.090  

-0.230 

-0.292 to  

-0.168 

 

0.000 Without 300 300 0.320 

4 DISCUSSION 

There are many methods for prioritising potential causes in an Ishikawa diagram 

(George et al., 2021), when an Ishikawa diagram is used for RCA (Mahanti, 2014). 

Methods of prioritisation include multi-voting (Solanki and Desai, 2021), nominal 

group technique (Yadav et al., 2019), and a prioritisation matrix rating potential 

causes on a scale of one to ten (Araman and Saleh, 2023). Other methods of 

prioritising include using a worksheet using three levels of prioritisation based on 

the problem solver's experience and knowledge of the product (Doshi et al., 2012). 

These methods are all opinion-driven and fail to consider the cost or time required 

to investigate. 

This study has produced a matrix of objective criteria for considering both the cost 

and time to investigate a hypothesis while considering how well the evidence 

supports a potential cause. The cost and effort rating could be used together with 

the strength of the evidence rating to prioritise hypotheses as high, medium, or 

low. 

The cost and effort criteria were determined based on a survey of organisations in 

the industry. Using the established criteria, the efficacy study used volunteers in 

industry to compare the use of a matrix with effort, cost, and relation to the cause. 

The differences between the two groups were statistically significant when looking 

at the total number of causes that should be rated high, the total number of causes 

incorrectly rated as high, and the total number of mistakes. The difference between 

the two groups is clear; however, a limitation is that the majority of volunteers 

reported being in a quality-related role. An opportunity for future research would 

be to repeat the study with both volunteers in a quality-related role and volunteers 
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not in a quality-related role. It is currently unclear if the matrix suits production 

operators without training to compensate for a lack of quality experience. 

This study has some additional limitations. The sample was taken through a 

procedure close to convenience sampling, known for not representing the 

population (McShane-Vaughn, 2016); therefore, caution is needed when 

generalising the results. The ratings for cost and effort were identified through a 

survey of organisations in one region of one country. Although they can serve as 

a starting point, they may not be reflective of organisations in other countries with 

different economies. The survey also included small, medium, and large 

organisations, and smaller or larger organisations may have different values that 

they would consider high or low for costs.  

The study has practical implications for managers. The results of these studies can 

be applied in organisations using an Ishikawa diagram when multiple explanatory 

hypotheses are available, and prioritisation is needed to determine which 

hypotheses should be investigated first. This would result in the first hypotheses 

investigated being those that have strong evidence in support of the hypotheses, or 

a low amount of time required for the investigation, or a combination of the two. 

Weakly supported and high-effort hypotheses will be investigated later. Such an 

approach can lead to a more efficient identification of root causes.  

The study also has implications for researchers. The survey results are from one 

country. Additional studies could be performed to identify cost criteria across high-

cost and low-cost economies. Alternatively, researchers could identify a correction 

factor. Organisations can convert the cost criteria into something more applicable 

to the organisation in consideration of organisation size, industry, and economy. 

5 CONCLUSION 

This paper sought to identify criteria for the evaluation of hypotheses from an 

Ishikawa diagram in consideration of the cost and effort involved in investigating 

them. Once identified, the criteria were then evaluated to determine if users could 

correctly identify the combinations of the strength of the evidence and the cost and 

effort to investigate. Criteria were derived from a survey, and the approach's 

efficacy was verified in a study. 

A survey was used to determine what should count as high, medium, and low for 

costs, and a matrix was created using this information. The matrix was then 

validated through the use of a study to determine if more study participants using 

the matrix could find the four hypotheses with the strongest relation to the problem 

and the lowest costs and efforts versus a group of study participants that did not 

use the matrix, with those using the matrix correctly identifying the hypotheses to 

prioritise more often than those who did not use the matrix. 

Categories for splitting effort and costs into three levels were gained through the 

use of a survey. The matrix with cost and effort values for prioritisation provides 

clear criteria for prioritising hypotheses to investigate during an RCA.  
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Organisations can use the results of the study for the prioritisation of hypotheses 

to investigate during an RCA in consideration of the cost and effort to investigate 

together with how likely a cause is believed to be the root cause. This approach 

would both provide concrete prioritisation criteria and lead to a more efficient 

prioritisation using three levels of prioritisation. 

These levels can be adapted for specific use within an organisation; for example, 

a smaller company may view 1,000 monetary units for a test as expensive, while a 

large organisation may view such costs as low. Organisations should also convert 

the cost to their local currency.  

A value modification for effort may also be needed if an organisation perceives a 

difference between the given values and what the organisation would consider low, 

moderate, and extensive. However, the current values can be used by an 

organisation as a starting point, with the values adjusted up or down as needed. 

ACKNOWLEDGEMENTS 

Authors acknowledge Fundação para a Ciência e a Tecnologia (FCT - MCTES) 

for its financial support via the project UIDB/00667/2020 and  UIDP/00667/2020 

(UNIDEMI). 

REFERENCES 

Al-Hyari, K.A., Abu Zaid, M.K., Arabeyyat, O.S., Al-Qwasmeh, L. and Haffar, 

M., 2019. The Applications of Kaizen Methods in Project Settings: Applied Study 

in Jordan, The TQM Journal. 31(5), pp. 831-849. https://doi.org/10.1108/TQM-

03-2019-0078.  

Antony, J., McDermott, Sony, O.M.,  Fernandes, M. M. and Ribeiro, R.V.C., 2021. 

A Study on the Ishikawa's Original Basic Tools of Quality Control in South 

American Companies: Results from a Pilot Survey and Directions for Further 

Research, The TQM Journal, 33(8), pp. 1770-1786. https://doi.org/10.1108/TQM-

01-2021-0004. 

Araman, H. and Saleh, Y., 2023. A Case Study on Implementing Lean Six Sigma: 

DMAIC Methodology in Aluminum Profiles Extrusion Process, The TQM 

Journal, 35(2), pp. 337-365. https://doi.org/10.1108/TQM-05-2021-0154. 

Barsalou, M. and Smith, J., 2018. Applied Statistics Manual: A Guide to Improving 

and Sustaining Quality with Minitab. Milwaukee, WI: Quality Press. 

Barsalou, M., 2022. Criteria for the Prioritisation of Hypotheses in Root Cause 

Analysis, Quality and Reliability Engineering International, 39(1), pp. 132-142. 

https://doi.org/10.1002/qre.3224. 



QUALITY INNOVATION PROSPERITY  28/2 – 2024  

 

ISSN 1338-984X (online) 

72 

Barsalou, M., 2023. Case Study in Hypothesis Prioritisation with Ishikawa 

Diagrams, Management Systems in Production Engineering, 31(4), pp. 381-388. 

https://doi.org/10.2478/mspe-2023-0042. 

Chapman, P., Bernon, M., Haggett, P., 2011. Applying Selected Quality 

Management Techniques to Diagnose Delivery Time Variability, International 

Journal of Quality and Reliability Management, 28(9), pp. 1019-1040. 

https://doi.org/10.1108/02656711111172568. 

Doshi, J.A., Kamdar, J.D., Jani, S.Y., and Chaidhary, S.J., 2012. Root Cause 

Analysis Using Ishikawa Diagram For Reducing Radiator Rejection, Engineering 

Research and Applications, 2(6) pp. 684-689. 

Dziuba, S.T., Jarossová, M.A., and Gołębiecka, N., 2014. Applying the 5 Why 

Method to Verification of Non-Compliance Causes Established After Application 

of the Ishikawa Diagram in the Process of Improving the Production of Drive Half-

Shafts, Production Engineering Archive, 2(1), pp. 16-19. 

https://doi.org/0.30657/pea.2014.02.05. 

Germanova‐Krasteva, D. and Petrov, H., 2008. Investigation on the Seam's Quality 

by Sewing of Light Fabrics, International Journal of Clothing Science and 

Technology, 20(1), pp. 57-64. https://doi.org/10.1108/09556220810843539.  

George, A., Ranjha, S., and Kulkarni, A., 2021. Enhanced Problem Solving 

Through Redefined 8D Step Completion Criteria, Quality Engineering, 33(4), pp. 

695-711. https://doi.org/10.1080/08982112.2021.1969665. 

Gryna, F.M., 2001. Quality Planning and Analysis (4th ed.). New York, NY: 

McGraw-Hill. 

Hirsch, V., Reimann, P., Mitschang, B., 2020. Incorporating Economic Aspects 

into Recommendation Ranking to Reduce Failure Costs, Procedia CIRP, 93, pp. 

747-752. https://doi.org/10.1016/j.procir.2020.03.026. 

Jayaprasad, G., Dhanlakshmi, P.P., and Hemachandran, S., 2016. Analysis of 

Electrical Discontinuity Problem in MLB using Ishikawa Model, Circuit World. 

42(4), pp. 201-206. https://doi.org/10.1108/CW-08-2016-0036. 

Laman, S.A. (ed.)., 2022. The ASQ Certified Quality Engineer, Milwaukee, WI: 

Quality Press. 

Mahanti, R., 2014. Application of Quality Tools to Data Warehousing Projects, 

Software Quality Professional, 16(4), pp. 26-35. 

McDermott, O., Antony, J., Sony, M., Rosa, A., Hickey, M., and  Grant, T.A., 

2023a. 'A Study on Ishikawa's Original Basic Tools of Quality' Control in 

Healthcare, The TQM Journal, 35(7), pp. 1686-1705. 

https://doi.org/10.1108/TQM-06-2022-0187 . 

McDermott, O., Antony, J., Sony, M.,  Fernandes, M.M., Koul, R., and 

Doulatabadi, M., 2023b. The use and Application of the 7 New Quality Control 



QUALITY INNOVATION PROSPERITY  28/2 – 2024  

 

ISSN 1338-984X (online) 

73 

Tools in the Manufacturing Sector: A Global Study, The TQM Journal, 35(8), pp. 

2621-2639. https://doi.org/10.1108/TQM-06-2022-0186. 

McShane-Vaughn, M. 2016. The Probability Handbook. Milwaukee, WI: Quality 

Press. 

Pyzdek, T. and Maciulla, J.A., 1995. A Chronicle of a Quality Improvement 

Project, Quality Engineering, 7(3), pp. 471-479.  

https://doi.org/10.1080/08982119508918798. 

Rodchua, S., 2009. Comparative Analysis of Quality Costs and Organization Sizes 

in the Manufacturing Environment, Quality Management Journal, 16(2), pp. 34-

43. https://doi.org/10.1080/10686967.2009.11918225. 

Sarkar, S.A., Mukhopadhyay, A.R., Ghosh, S.K.,  2013. Root Cause Analysis, 

Lean Six Sigma and Test of Hypothesis, The TQM Journal, 25(2), pp. 170-185. 

https://doi.org/10.1108/17542731311299609. 

Shamsuzzaman, M., Khadem,  M., Haridy, S., Shamsuzzoha, A., Abdalla, M., M. 

Al-Hanini, M., Almheiri, H., and Masadeh, O., 2023. Improving the Admission 

Process in a Higher Education Institute Using Lean Six Sigma: A Case Study, 

International Journal of Lean Six Sigma, 14(7), pp. 1596-1625. 

https://doi.org/10.1108/IJLSS-05-2021-0098.  

Shang, L., Qiu, Q., Wu, C., and Du, Y., 2022. Random Replacement 

Policies to Sustain the Post-Warranty Reliability, Journal of Quality in 

Maintenance Engineering, 29(2), pp. 481-508. https://doi.org/10.1108/JQME-09-

2021-0067. 

Sharma, R.K., Kumar, D., and Sharma, P., 2010. System Failure Behavior and 

Maintenance Decision Making Using, RCA, FMEA and FM, Journal of Quality 

in Maintenance Engineering, 16(1), pp. 64-88. 

https://doi.org//10.1108/13552511011030336. 

Smith, G.F., 1998. Determining the Cause of Quality Problems: Lessons from 

Diagnostic Disciplines, Quality Management Journal, 5(2), pp. 24-40. 

https://doi.org/10.1080/10686967.1998.11918852. 

Solanki, M. and Desai, D., 2021. Competitive Advantage Through Six Sigma in 

Sand Casting Industry to Improve Overall First-pass Yield: A Case Study of SSE, 

International Journal of Lean Six Sigma, 12(3), pp. 477-502. 

https://doi.org/10.1108/IJLSS-03-2020-0032. 

Srivastava, S., Satsangi, K., and Satsangee, N., 2019. Identification of 

Entrepreneurial Education Contents using Nominal Group Technique, Education 

+ Training, 61(7/8), pp. 101-1019. https://doi.org/10.1108/ET-05-2018-0105. 

Trakulsunti, Y., Antony, J., Dempsey, M., and Brennan, A., 2021. Reducing 

Medication Errors using Lean Six Sigma Methodology in a Thai Hospital: An 

Action Research Study, International Journal of Quality and Reliability 

Management, 38(1), 339-362. https://doi.org/10.1108/IJQRM-10-2019-0334. 



QUALITY INNOVATION PROSPERITY  28/2 – 2024  

 

ISSN 1338-984X (online) 

74 

Trakulsunti, Y., Antony, R. Edgeman, R., Cudney, B., Dempsey, M., and Brennan, 

A., 2022. Reducing Pharmacy Medication Errors using Lean Six Sigma: A Thai 

Hospital Case Study, Total Quality Management and Business Excellence, 33(5-

6), pp. 664-682. https://doi.org/10.1080/14783363.2021.1885292. 

Uluskan, M., 2017. Analysis of Lean Six Sigma Tools from a Multidimensional 

Perspective, Total Quality Management and Business Excellence, 30(9), pp. 1167-

1188. https://doi.org/10.1080/14783363.2017.1360134 

Uluskan, U. and Oda, E. P., 2020. A Thorough Six Sigma DMAIC Application for 

Household Appliance Manufacturing Systems, The TQM Journal, 32(6), pp. 1683-

1714. https://doi.org/10.1108/TQM-06-2019-0171. 

Yadav, N., Mathiyazhagan, K., and Kumar, K., 2019. Application of Six Sigma to 

Minimise the Defects in Glass Manufacturing Industry: A Case Study, Journal of 

Advances in Management Research, 16(4), pp. 594-624. 

https://doi.org/10.1108/JAMR-11-2018-0102.  

ABOUT AUTHORS  

Matthew Barsalou 0000-0003-3117-0216 (M.B.) – PhD Canidate, Department of 

Mechanical and Industrial Engineering, NOVA School of Science and 

Technology, Universidade NOVA de Lisboa, 2829-516 Caparica, Portugal. e-

mail: matthew.a.barsalou@gmail.com. 

Beata Starzyńska 0000-002-5806-8927 (B.S.) – Assist. Prof., Department of Production 

Engineering (Institute of Material Technology), Faculty of Mechanical 

Engineering, Poznan University of Technology, Poznań, Poland, e-mail: 

beata.starzynska@put.poznan.pl. 

Maria Konrad (M.C.) – Production Manager at Spawmet Zbigniew Kaczmarek 

in Ostrow Wielkopolski. e-mail: maria.m.konrad@gmail.com. 

André Carvalho 0000-0002-9460-7553 (A.C.) – Assistant Professor, UNIDEMI, 

Department of Mechanical and Industrial Engineering, NOVA School of Science 

and Technology, Universidade NOVA de Lisboa, 2829-516 Caparica, Portugal & 

Laboratório Associado de Sistemas Inteligentes, LASI, 4800-058 Guimarães, 

Portugal.. E-mail: ame.carvalho@fct.unl.pt 

Rogério Puga-Leal 0000-0002-8352-552 (R.P.-L.) – Associate Professor, UNIDEMI, 

Department of Mechanical and Industrial Engineering, NOVA School of Science 

and Technology, Universidade NOVA de Lisboa, 2829-516 Caparica, Portugal & 

Laboratório Associado de Sistemas Inteligentes, LASI, 4800-058 Guimarães, 

Portugal.. E-mail: rpl@fct.unl.pt 

  

https://doi.org/10.1080/14783363.2021.1885292


QUALITY INNOVATION PROSPERITY  28/2 – 2024  

 

ISSN 1338-984X (online) 

75 

AUTHOR CONTRIBUTIONS  

Conceptualisation, M.B; Methodology, M.B.; Software, M.B.; Validation, A.C. 

and R.P.-L.; Formal analysis, M.B.; Investigation, M.C.; Resources, B.Z.; Data 

curation, M.B.; Original draft preparation, M.B.; Review and editing A.C. and 

R.P.-L.; Visualization, M.B.; Supervision, R.P.-L.; Project administration, B.S.; 

Funding acquisition, R.P.-L. 

CONFLICTS OF INTEREST  

The authors declare no conflict of interest. The funders had no role in the design 

of the study, in the collection, analyses, or interpretation of data, in the writing of 

the manuscript, or in the decision to publish the results. 

 

© 2024 by the authors. Submitted for possible open-access publication under the  

Terms and conditions of the Creative Commons Attribution (CC-BY) license 

(http://creativecommons.org/licenses/by/4.0/). 

 


